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Synopsis

Data mining on timestamped data deals with ds/ering various types of knowledge hidden in
time-stamped dataKnowledge discovery in anhe-stamped database is an interesting and-well
known research issuéddhikari & Rao, 2009; Mahanta et al, 200@ahanta et al., 2008} vast
amount of temporal datis available in science, engineering and medical fields. Also, many large
companies collect data for a long period of time. Knowledge extracted from such data would
help the companies to make better decisions. Due to the existence of large class @l tempo
datasets, applications dealing with temporal patterns seem to be present everywhere (Bettini et
al, 2000;Hsu et al, 2007t attner, 2007; Mitsa, 2010). The goal of the thesis is to mine different
time-stamped data and provide various types of datyseml

Contributions made in this thesis are kept in Chapters 2, 3, 4, and 5. In Chapter 1, we discuss
different concepts such as types of tist@mping (Mitsa, 2010), and time granularity (Bettini et

al, 2000). We have made a comparison betwkere-stamped data and time series data

(Brockwell, & Davis, 2002). Although there are various preprocessing techniques exist before
mining data we illustrate onlgiggregatiorand partitioningsince these tasks are relevant to our
study. We present various templopatterns existing in the literature such as frequent patterns,
temporal association rulevent, sequential patterns, episode, and temporal relational interval
pattern. At the later part different data mining tasks vizrediption, clustering,

classification, search and



viii

retrieval, pattern discovery have been illustrated. Finally, recent developments of temporal data
mining in various fields have been surveyed.

Chgpt er 2 has Klaestering kemd in differentidata sourdes induced by stability
Chapter 3 deals with the as sMeasuriagtinfleemce atemong i
item in a database over tide Chapter 4 is nelaadecdcnMing Uerds @&z
icebergs from timstamped databases. Finally, the Chapter 5 det
and has b eédemtifying ecaleindatbabed d a s i
periodic patterné . I n the foll owing par agmedmpldifefentwe de
chapters of the thesis.

The variation of sales of an item over time is an important issue. Many important decisions are
based on items whose support variation is less over the time. These items are called as stable
items. Stable itemare useful in making many strategic decisions for a company. In Chapter 2
we have proposed model of mining global patterns in multiple transactional tstenped
databasesThus, we introduce the notion of stability of an item. The degree of stabibgsed
on the variations of means and autocovariances. The proposed clustering technique is based on
the notion of degree of stability of an item. The clustering technique requires computing the
degree of variation for each item in the databaSesen a st of yearly databases, the difference
in variations between every pair of items could be expressed by a square matrixitfaliedce
in variation. This matrix is symmetric square matriituitively, if the difference in variations
between two itemssiclose to zero then they may be put in the same dfdeshave proposed the
notion of best cluster by considering average degree of variation of a class. Also, we have

designed



an alternative algorithm to find best cluster among items in different data sources. Experimental
results are provided on two real and one synthetic transactional database.

In transactional database measuring influence among itemsets over time bacompsrtant
issue, since many companies possess data for a long period of time so that they could be
exploited in an efficient manner. Such analyses might be interesting since the proposed measure
of influence considers both positive and negaitifieience of an itemsebn another itemset. Tan
et al. (2003) presented an overview of twenty one interestingness measures proposed in the
statistics, machine learning, and data mining literature. Based on these observations, we consider
five out of twenty one imrestingness measures since overall influence of an itemset on another
itemset lies in {1, 1]. We show that none of the five measures serves as a measure of overall
influence between two itemsetdsing the notion of overall influence, we have designed tw
algorithms for influence analysis involving specific items in a databBse.first algorithm
reports all the significant influences in a database. In the second algorithm we have sorted items
based on their influences on a set of specific itekssthenumber of databases increases on a
yearly basis, we have adopted incremental approach in these algorithms. Experimental results are
reported for both synthetic and reebrld databases.

It might be interesting as well as useful to know the interestianges in sales over time. In
Chapter 4 we have introduced a new pattern, caltech,of an item in timestamped databases.
First, we have introduced the notion of notch in a sales series of an item. Based on this pattern
we have introduced two moretg&ns viz., generalized notch and iceberg notch, in sales series

of an item. Iceberg notch represents a special sales



pattern of an item over time. It could be consideas an exceptional pattern in tisgmped
databases. Study of such patterns could be important to understand the purchase behaviour of
customers. It helps identifying the reasons of such behaviour. We have designed an algorithm for
mining interesting ideergs in timestamped databases. We have presented experimental results
on four real databases and two synthetic databases.

A calendatbased periodic pattern is dependent on the schema of a calendar. We assume that
the schema of the calendaased patt® is based on day, month and ydarthe recent time,
researchers have reported an algorithm for findiaggndatbased periodic pattern in a time
stamped data and introduced the concept of certainty factor in association with an overlapped
interval (Mahanta et al., 2008)n Chapter 5 we mined locally frequent itemsets along with the
set of intervals and their support range. We have extended the concept of certainty factor by
incorporating support information for better analysis of overlapped inteksiisg this concept
one can extract various calendmsed patterns viz., yearly, monthly, weekly and daily. In
addition, we check whether any periodicity (full / partial) exists in the patterns. We have
proposed some improvements in the algorithm for ileng calendasbased periodic pattern in
a timestamped dataset by introducing suitable data structure. The algorithm is incremental in
nature. We have presented extensive data analysis on three data sets. We also analysed the
constraintsmininterval minsuppand maxgg associated with each interval. We also provide a
comparative analysis with our algorithm and the most recent algorithm for mining calendar

based periodic patterns. Experimental results are provided on real and synthetic dataset.
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Chapter 1

Preliminary Concepts



1.1 Introduction

Data mining and knowledge discovery process traditionally involves analysing a static dataset,
where data instances are collected, stored and analysed to demleds,mand eventually
decisions are made based on these motias & Kamber, 2006)Many business processes are
required to collect a huge volume of data over a long period of time. Data mining methods
assume implicitly that the domain under consideraitsostable over time, and thus provide a
rather static view on knowledge hidden in the data available so far. But many real databases are
dynamic, and hence grow over timkloreover, many real world databases contain time
information. For instance, data altdhe sold items including its production date, data about the
sales includes selling date, data about the warranty case together with the date of the claim, the
expiry date of warranty and the payment, etc. Time stamp seems to be a natural attribute to
objects described in a database. Knowledge discovery imestamped database is an
interesting and well known research issBetfini et al., 1998Mitsa, 2010;Hsu et al., 2008)

Data mining and knowledge discovery processes often involve analgiatagby ignoring
time. Most of the cases temporal data are treated as an unordered collection of events. Analyzing
data involving temporal dimension has received attention in the recent time (Adhikari & Rao,
2010; Leonard & Wolfe, 2005pata analyses bagen time dimension might offer significant
knowledge to an organizatiohime component is present almost in every data. Thus;damsed
data analyses are present everywhere.

Temporal data miningAntunes & Oliveira, 2001lLaxman & Sastry, 2006¥ concerned with

mining of a large sequential dataset ordered with respect to time. Time series dastariped



data are examples of popular classes of sequential datee déia are ordered by time. One
could consider a timstamped database aseqjuence of time databases.

In case of mining such sequence of multiple tsteemped databases an incremental approach
(Adhikari & Rao, 2010j_ee et al., 20013eems to be matural and effective solutionittle work
has been reported on mining and analysis of multiple-siraeped databases.

Many organizations transact data from multiple branches. Consider one such organization that
possesses multiple databases. It mightifficult to mine all the databases together, since some
of the branch (local) databases could be very large. In this situation adataimase mining
technique (Agrawal et al., 1994an et al., 2000might fail. Local pattern analysis (Adhikari &
Rao,2008a; Zhang et al., 2003) is an important approach to mining multiple databases. In this
approach each local database is mined locally. Then all the local pattern bases are analysed and /
or synthesized for mining global patterdgifiikari & Rao, 2008aWu & Zhang, 2003). In local
pattern analysis we mine each database separately. This approach could also be applied to
analysing a timestamped database by considering it as a sequence of time databases. Web sites
and transactional databases contain a laagwunt of timestamped data related to an
organi zationds suppliers and {stangped dataicoulddalpe r s o
business leaders make effective decisions by listening to their suppliers or customers via their
transactions colleetl over time. Consider an established company possessing data over fifty
consecutive years. Generally, the sales of a product vary from one season to another season.
Also, a season fappears on a yearly basis. Thus, one may decide dividing the entirastata

into a sequence of yearly databases. In this context, a yearly database could be considered as a



time database. Each of these time databases is similar to a l@abiase of a mubranch
company possessing multiple databases. Thus, mining and analysis of time databases is similar
to local pattern analysis. The goal of this thesis is to mine and provide various types of data
analyses based on time databases.

1.2Time in databases

Temporal databases capture tireéated attributes whose value may change with tiiiese
databases contain tirstamping information. Timetamping could be specified as follows
(Mitsa, 2010)

1 With avalid time which is the time thate element information is true in the real world.
For exampl e, ARnThe patient was admitted to
(Tansel et al., 1993; Date et al., 2002)

1 With atransaction time which is the time the element information is entergd the
database (occurrence tim@ggsel et al., 1993; Date et al., 2002)

1 A table that contains both valid times and transaction times is saicbietdraporal

Many timestamped databases are not related with valid time, since the records do nat conta
temporal information. On the other hand, almost all istz@nped databases are related with
transaction time. In our work we have dealt with temporal databases containing transaction time.
Market basket data are inherently related with time. Eachdanamarket basket data is time
stamped at the time of checking out from the stbime-stamped data could be transformed into
events, time intervals, and time series.

Two types of temporal data are dominant in the development of temporal data rmimayg.

are timeseries data and sequence data. If the data contain numerical values, such as stock price,



rainfall, we usually say that the data is time sef@sthe othehand, when the data is based on
categorical values, it is called sequence data. These can bstaimmged at regular or irregular

time intervals. A common example is the items purchased by a customer in a supermarket. We
have mainly worked with sequencealavhere the records in the database are entered according
to their occurrence times.

Many problems on sequence data are basdteoorder of data points rather than their concrete
time-stamps. In Chapters 2, 3, and 5, we have presented problems babedooder of data
points. But the problem in Chapter 4 is based on both the order of the data points and their time

stamps.
1.3 Time granularity

Depending on the purpose or application different sizes of time unit may be appropriate. So the
age of volcanes may be measured in year, or decade, or hundred of years. The age of motorcars
may be measured in year, or perhaps month for new cars. The age of babies may be measured in
year, or month, or week, or day, and the age of bacteria in second or millis€hersize of the
unit in a particular scenario is referred to as the granularity of the unit; small temporal grains
refer to short units of time (day, hour, second, millisecond, etc.), and large temporal grains refer
to longer units of time (month, yeatecade, etc.)Calendar units such as year, month and day;
clock units such as hour, minute and second; and specialized units such as business day, holiday
and academic year serve major roles in a wide range of information system applications.

Different facts may be associated with temporal contexts expressed in terms of different
granularities. For example, a bank transaction may require a timestamp in seconds, while the

presence of aremployee in adepartmentmay be expressed in days. A tempordhtabasethat



allows facts expressed in terms of different granularities is called a temporal database with
multiple granularitiesGoralwalla et al.(2001) showed an appexh to handling of multiple
granularities in temporal data. Authors separated temporal data into two groups: anchored
(calendrical day or month such as January 1st, 2008 or May 1978), and unanchored (time
intervals such as 2 months, 5 h 20 min, etc.) (Etaenat & Montanari, 2005Thus, a temporal
granule is a special kind of unanchored temporal data (Goralwalla é988) Cotofrei and

Stoffel (2009)defines formalism for a specific temporal data mining task such as the discovery
of rules inferredfom database of events having a temporal dimension. The proposed theoretical
framework, based on firgirder temporal logic allows the definition of notions such as event,
temporal rule, and confidence in a formal way. This formalism is then extendecludeirihe

notion of temporal granularity, and a detailed study is made to investigate the formal
relationships between the support measures of the same event in linear time structures with

different granularities.
1.4 Timestamped data versus time seriatad

In businesses we often wish to discover knowledge from temporal databases. Both time stamped
and time series data are related with time, whehae pointis an instance of time with a given
base granularitguch as a second, minute, day, month, yetar,We assume that the time points
are always defined over a sequentially ordered domain of base values, and thus can be compared.
A pair of time points defines a time interval. For example, a-sbdysedtime interval denoted
by [t1, t2), is the finiteset of base granularity time pointsuch that; Ot < t,.

Time-stamped data is represented using observations at discrete points of time. For example,

web-log, pointof-sale databank transactions, inventory, astiock market dataTransactionk



data are timestamped data collected over time at no particular frequency (Leonard & Wolfe,
2005). But time series data are collected over time at a particular freq®amog. examples of
time series data are weiite visits per hour, sales per month, inventory draws per week, calls per
day, and trades per weekday. The accumulation of-stam@ped data into time series data is
based on a particular frequency. The frequesgsociated with the time series varies with the
problem at hand. Timstamped data can be accumulated to form hourly, daily, weekly, monthly,
or yearly time series. In addition, the method of accumulating data within each time period is
based on a particall statistics. For example, sum, mean, median, minimum, maximum, standard
deviation, and other statistics can be used to accumulate data within a particular time period.

A time series is a set of unique time points with values or objects assigneth tiinea point.
But a time sequence is a medtet of time points with assigned values or objects, i.e., it can
include duplicate time points. If time stamps in the stored data are equidistant, data actually are
time series. A time series can be univar@tenultivariate. A multivariate time series is created
by more than one variable while in a univariate time series there is one underlying variable.
Another characteristic of time series is its stationarity (Brockwell & Davis, 2002). A stationary
time sries has a mean and a variance that does not change over time, whitaiooary one

has no salient mean and can decrease or increase over time.
1.5 Preprocessing of tirsgamped data
Data preprocessing is an important step in the knowledge digcpvecess. Data must be

appropriately preprocessed before deriving meaningful knowledge. Data preprocessing may vary

from one application to anotheapplication. In the context dime-stamped data, there at@o



important aspects of data preprocessing aggregating the timstamped data and partitioning

the database at different levels of granularity.

1.5.1 Temporal aggregation

Temporal aggregation is a process imah a time line is partitioned over time and the values of
various attributes in the database are accumulated over these partitions (Dumas et al., 1998). A
typical example of temporal aggregation is the monthly accumulation of salary payment. Due to
the large varieties of temporal data and their distribution over the time line, efficient algorithms
to perform temporal grouping are necessary. Moon et al. (2003) proposed several methods for
largescale temporal aggregation. In this context, the choice & giranularity is an important

issue as the characteristics of temporal patterns is heavily dependent on this parameter. Let us
consideran online shop that acquires monthly reports from their web hosts. The web hosts
deliver activity reports at regular arvals.Here time granularity refers to a month instead of a
year. Therefore, for this application momtiise timestamped data could be accumulated to form
smaller databases. Similarly for stock market applications, weekly data accumulation may be
preferred to monthly data. In Chapter 3 we have applied aggregation technique for finding sales
of different items.One of he reasons to summarize the tistamped data is to reduce the
amount of data. Afterwards, an appropriate algorithm could be desigieandle reduced data.
1.5.2Partitioning database into different levels of granularity

Consider an organization possessing data over fifty consecutive years. The organization might be
interested in mining knowledge for various purposes. It may regantgioning a database for
various purposes such as finding items whose supports are stable over the time (Adhikari et al.,

2009), discovering the abrupfariation in sales oftems (Adhikari et al., 2011), anextracting



yearly periodic patterns (Adhikari & Rao, 2011). In order to extract such knowledge, one could
divide the given database into a number of yearly databases.

Also for the purpose of mining changBoftcheret al., 2008) one may require partitioning a
given database. In a prediction problem one requires analyzing past events that could originate
from previous databases. Given such a problem, it might be strategically necessary to divide a
large databasmto smaller databases. One could call these smaller databdgses databases
While dividing a large database one needs selecting certain time period. Selection of time period
is an important decision and it is dependent on the problem. For manyasippk¢ such as the
problems considered in Chapters 2, 3, 4 and 5, we divided the given database into yearly
databases. We have considered time granularity as one year since a sappeaneon a yearly

basis and the cust omeryfonsgasontobeassre patterns mi
1.6 Temporal patterns

A patternis a local structure that makes a specific statement about a few variables or data points.
Spikes, for example, are patterns in a-vasled time series that may be of interest. The
objective of pattern mining is simply to unearth all patterns of interest. Temporal data mining
covers data analyses related to tiatching and discovery of temporal patterns are very useful

in many applications. There are many different approachesnpioi@l pattern mining based on
various data models. They are usually designed with a particular application in mind. Several
basic choices have to be made while mining temporal data. Usually both the condepts of
point (instan) andtime intervalhavebeen used in the data mining literature to represent time
(Terenziani & Snodgrass, 2004; Toman, 1996). These concepts are usually related to

instantaneousevents, orto situationslasting for a span oftime. Care needdo be takenin
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associating these concepts with the entities. For example, web login could be considered an
instantaneous event, but observation on condition of a patient during ICU stayingntcraat i

based concept. Intervals are then represented by their upper and lower temporal bounds (start and
end time points). Time intervals are often used to obtain representations of sets of time instants.
In such a case, validity over a time period isipteted as validity at every time instant
belonging to it. In practice, most systems employed in real life applications have used a time
point or time intervalsln the following sections we discuss a few interesting time point patterns

as well as time iterval patterns.

1.6.1 Frequent pattern

A frequent pattern is one that occurs many times in a datébase. the beginning of the 1990s,
frequent pattern mining has become one of the most actively researched topics in data mining
and knowledge discoverjluch of data mining literature is concerned with formulating useful
pattern structures and developing efficient algorithms for discovering patterns that occur
frequently in the dataAgrawal et al., 1993)The starting point was market basket analysid a
especially the task of mining transactional data, which describes the shopping behavior of
customers of supermarkets, online shops, for products that are frequently bought together. For
this task, which became generally known as frequent itemset maniagge number of efficient
algorithms were developed, which are based on sophisticated data structures and clever
processing schemes. Among them Apridrgfawal & Srikant 1994), Eclat (Zaki, 2000b), and
FP-growth (Han et al., 2000) are most widely im0 The support(Agrawal et al., 1993) of an

itemsetis defined asthe fraction of transactionscontaining the itemset. It has been used
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extensively in identying different types of patterns in a database including temporal data and as
well as interval based data.

Periodic frequent patterns are special kind of frequent patterns that occur periodically
(regularly) within a dataset (Tanbeer et al., 2009)this approach, the time of occurrence of
each transaction is taken into account for periodic frequent pattern mining.
1.6.2Temporal association rule
Methods for finding frequent patterns are considered important because they can be used for
discoveringuseful rules. These rules can in turn be used to infer some interesting regularities in
the data. A ruleonsists of a pair of Boolearalued propositions, a leftand side proposition
(the antecedent) and a rigiind side proposition (the consequentk Tile states that when the
antecedent is true, then the consequent will be true as well. Rules have been popular
representations of knowledge in machine learning and Al for many years. In data mining,
association rulesare used to capture associationwsstn different set of attributes in the data
(Agrawal et al., 1993)

Temporal association rule can be defined as a Raif)( whereR is an association rule afd
is a temporal feature, such as a period or a calendar. There are three interestimgsmeas
regarding the discovery of association rules viz., support, confidéarawal et al., 1993and
informativeness (Smyth & Goodman, 1992). The conditional probability of the consequent
occurring given the antecedent is referred tocasfidenceof the rule. Informativeness is a
measure that computes the usefulness of a rule in terms of the information it provides.

1.6.3 Event

Temporal events occur in a wide range of applications in business, government, and science.
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Some of these events can be aggregated over time in a meaningful way and thus can be presented
in time series visualizations. But other applications require each event to be visible. An event is a
single, tmestamped item or a data point in time, which can be-8tamped. For a more
systematic analysis, events are therefore briefly categorized as (i) event sequence, and (ii) event
episode. An event sequence is a set of events that are ordered in timasvemeesent episode

is a set of events that are tirsmped.Event sequences are investigated in order to predict
events or to determine correlations of eveigr@wal et al., 1995)There is a distinction
between event sequences and event episodes {Mahml., 1997). Since an event episode is a

set of events that are tinstamped, the distance between the atomic events matters. Under the
assumption that every event has an assigned value, event data can be further refined into a) time
synchronous evd data, in which an accurate tirs@amp is important, b) ordinal event data,
where the ordering of the events according to time plays an important role, ¢) aggregateable
event data, which can be summarized for a particular interval, and d) hierarclenaldeta,

where the grouping is defined based on a hierarchical structure in the meta data. To foster a
better understanding of analysis tasks for event data, we define the following tesigsifiéant

eventis a single event that is interesting for somason. Arevent clusters a set of events that

are considered as being similar to each other. This may, but not necessarily, include similarity in
time. An event patterns an event sequence or episode that shows some interesting regularity
with respecto certain properties

1.6.4 Sequential pattern

Sequential pattern mining has received a particular attention in the last decade (Agrawal &

Srikant, 1994; Zaki, 2001; Han, et al., 2000; Wang & Han, 20B84equence is a timerdered
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list of objects. These can be tirmamped at regular or irregular time intervals. The objective is
to extract patterns from a set of sequences of instantaneous events that satisfy some user
specified constraints. These constraints can vary from just a support threshold that defines
frequency of a set of gaps, windows (Zaki, 2000a; Srikant & Agrawal, 1996), or regular
expression constraints (Garofalakis et al., 1999) in view of focusing memethe mining
process.

An example of a temporal sequence is the tataenped sequence of purchases of a customer
on a web site. An event can be considered as a special case of a temporal sequence with a time
stamped element. Therefore, a series of &visnanother way to represent a temporal sequence,
where the elements of the sequence are semantically of the sanfdhgymmquential pattern
mining framework is basically an extension of the idea of frequent itemsets having a temporal
order. Hee the database is not just some unordered collection of transactions. Each transaction
in thedatabasearries a timestamp as well as a customer identifier. The transactions associated
with a single customer can be regarded as a sequence of itemsetsl tdéme andlatabase
contains one such transaction sequence corresponding to each customer. This concept of
sequential patterns is quite general and can be used in many other situations as well. Sequential
pattern mining can be used to discover thasgpuences of websites that are frequently visited
one after another.
1.6.5 Episode
Another approach to discover temporal patterns in sequential data is the frequent episode
discovery framework (Mannila et al., 1997). In the sequential patterns miningwoakne

collection of sequences are given, and the task is to discover ordered sequences of items that
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occur in sufficiently many of those sequences. In the fregegisbdes mining framework the
data are given as a single long sequence, and the task is to unearth temporal patterns, called
episode, and it occurs sufficiently often along that sequence.

An episode is defined as a sequence of events appearing icifecspreler within a specific
time window. An example of episode is the occurrence of flu followed by pneunfonevent
sequence is defined as a pair of events and corresponding timestamps) (B, t), . . .>,
wheret; is an integer denoting thane stamp of thé-th eventE;. The sequence is ordered with
respect to the timestamps so thadt; . 1 fori =1, 2,.... An episode is just a partially ordered
set of event types. An episode is said to belong to a sequence if the events in the episode appear
in the same order in the sequence. An episode can be eitheorsgr@ahllel. Incase of serial
episode order is important. An example of a serial episod& ¥ B Y C), while a parallel
episode is of the formABC). The problem of mining episodés to discover all episodes that
satisfya minimum frequency threshold amotige time windows witha userspecified window
size. The frequent episode discovery framework has also been applied to many other kinds of
datasets such as web navigation ldgasasGarriga, 2003and WalMart sales data (Atallah et
al.,2004).
1.6.6Temporal relational interval pattern
Time stamp could be expressed in either absolute or relative terms. Earlier we have discussed
absolute value of time information, i.e. time point and time interval. The temporal relationship
between two temporal events can be gggat by an operator such bsfore after, equal and
overlap These operators return Boolean values and are used in expressing temporal queries in

temporal calculusRelative time expression could bachieved usingA | | erelafions such as
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before after, meetsoverlaps andcontains(Allen, 1983).Recently interval sequence data came
into the focus of knowledge discovery process. In contrast to event sequencesl, sefguences
contain labeled events with a temporal extendi@th event has a label and a timestamp. These
temporally extended events are called temporal intervals. Each temporal interval can be
described by a tripleto( e, 1), whereb and e denote tle beginning and the end of the interval

respectively, antirepresents its label.

Temporal intervals are used to define interval sequences. Without temporal extension there are
only two possible relations. Either one everthegore(or after) the othe, or the eventsoincide
Due to the temporal extension of temporal intervals, the possible relations between two intervals

become more complex. There are seven possible relations between two events. Based on the

problems, the interval sequencesy have gapsA temporal interval relation is defined

asR(x, y):{P(x, y)| (x,y)i WPI IO} (Lee et al, 2009).The set of temporal interval operator
IO = {before equals meets overlaps during, starts finisheg, W:{(x, y)| x yl 1E, X, y}

wherelE is a set of temporal tarvals andP(x, y) is a binary predicate which expressthe

temporal interval relationship betweenx andy.

1.7 Temporal data mining tasks

The objectives of data mining, calléasksof data mining, can be classified broadly into some
groups(Han & Kamber, 2006Hand et al., 1999). In case of temporal data mining, the tasks may
be grouped as prediction, clustering, classification, searching and retrieval, and pattern

discovery
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1.7.1 Prediction

Prediction is often the ultimate goal of temporal data mining. It has variety of applications in the
diverse areas such as financial forecasting, meteorology, seismology, and medical disease
detection. For example, a couple of gfie applications are given as follows: (i) a company is
interested in predicting its sales for the next month, and (ii) a doctor would like to predict the
reaction of his patients to a new diabetes medication. The first example falls under the area of
time series prediction (forecasting), while the second one falls under the category of event
prediction. In time series forecasting data are historical, and obtained at regular time intervals. In
univariate time series forecasting, the problem is to prelétvalue of a variable at multiple

time intervals. For event prediction, the population data are about the variables that are related to
the occurrence of an event or series of events. It predicts the occurrence of an event or the
number of occurrences of an event or the duration of an event at given condRimusctive

model permits the value of one variable to be predicted from the known values of other
variables.The goal of temporal prediction is to predict some fields basedtloer fields.
Temporal data prediction also involves using prior temporal patterns such as models and
knowledge, for finding the relevant data attributes of interest.

1.7.2Clustering

Clustering is a process of dividing objects into different groupss the subject of active
research in several fields such as statistics, pattern recognition, and machine learning. Temporal
clustering targets separating temporal data into subsets of similar data. There are two
fundamental problems of temporal clustenng, (i) to define a meaningful similarity measure,

and (ii) to choose the number of temporal clusters. In temporal data analysis, many temporal data
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mining applications mke use of clustering according to similarity and optimization of temporal
set functions. If the number of clusters is given then clustering techniques can be divided into
three classes: metritistance based technique, mebdated technique, and partittbased
technique. These techniques can be used occasionally in combination. For example, in
probability-based versus distanbased clustering analysis a combination technique is used. If
the number of clusters is not given, then one can uséieoarchi@al clustering algorithms to
find thenumber of clusters

To consider spatial information in clustering, three types of clustering analysis have been
studied including spatial clustering (i.e., clustering of spatial points), regionalization (i.e.,
clusteing with geographic contiguity constraints), and point pattern analysis (i.e., hot spot
detection with spatial scan statistics). In case of spatial clustering, the similarity between data
points or clusters is defined with spatial properties (sagHocations and distances). Spatial
clustering methods can be partitioning or hierarchical, debsiégd or gricbased.Today, a
huge amount of data are being collected with spatial and temporal components from sources such
as meteorological, and sattdliimagery. Efficient visualization as well as discovery of useful
knowledge from these datasets is therefore very challenging and becoming a massive economic
need.
1.7.3Classification
Data classification is an important machine learning problem witlde variety of applications.
A number of classification models and techniques have been proposed, and applied to the
analysis of various datasets. These include methods such as decision trees, bayesian networks,

nearesheighbor classifiers, or support ¥ecmachines.However, thesuccess ofclassification
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methods depends heavily on the quality of data and data features used by the models.
Consequently, feature selectiaand feature construction methods in combination with a
classification model often determine the success of the machine learning approach in extracting
useful and accurate classification models. Advances in data collection and data storage
technologies hayled to the emergence of complex multivariate datasets. The examples based on
these datasets are not simple data points. They even trace the complex behaviors characterized

by time series. Consider a problem of building a classifier to diagnose or predigh at i ent 0 !

condition using past patientodés dat a. l gnoring
easily described using the most recent set of
white blood cell s cotuinan .maHyo wees elri, mitthed iimfaoe

state. For example, the information that is important for the diagnosis may include simple trends,
such as Aincrease in the blood pressureo or n
pressure folwi ng t he prescription of a certain medi
information may improve the ability to diagnose the case effectively.

1.7.4 Search and retrieval

Searching for sequences in large databases is another important task in ltelatponaining.

Sequence search and retrieval techniques play an important role in interactive explorations of
knowledge in large sequential databases. The problem is concerned with efficiently locating
subsequences, often referred to as queries, in lachpeves of sequences or, in a single long
sequence. Quetlyased searches have been extensively studied in language and automata theory.
While the problem of efficiently locating exact matches of substrings is a well solved problem,

but the situation is qte different in looking foapproximatematches\(Vu & Manber, 1992)
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For similarity searching in multimedia data, we consider here two main families of multimedia
indexing and retrieval systems: (i) descriptibased retrieval systems, which build indices and
perform object retrieval based on image description, such as keywords, captions, size, and time
of creation, (ii) contenbased retrieval systems, which supportiegal based on the image
content, such as colour histogram, texture, shape, objects and wavelet transforms. Ia content
based retrieval, it is approximate matching that one might be more interested in.

1.7.5 Pattern discovery

Unlike in search and retrial applications, in pattern discovery there is no specific query to
search a database. Pattern discovery is an unsupervised or a supervised operation that is meant
only for data mining methods. The main goal of pattern discovery is to discover all interest
patterns in data as discussed in Section 1.6. There is no universal notion for defining a pattern.
One of the primary aims of pattern detection is spotting fraudulent behavior by detecting regions

of the space defining different types of trangatt, where the data points significantly different

from the rest.

1.8 Conclusion

A vast amount of temporal data is available in science, engineering and medical fields. Also,
many large companies collect data for a long period of time. Knowledge extfemteduch

data would help the companies to make effective decisions. Due to the existence of a large class
of temporal datasets, applications dealing with temporal patterns seem to be present everywhere
(Bettini et al., 2000; Lattner, 2007; Mitsa, 2010).the recent time, some amount of work has

been reported on mining and analyzing tist@mped database (Mahanta et al., 2008; Hong et al.,
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2009; Khan et al.,2010; Chen & Chundi, 2011). But the domain of multiple timstamped
databases has not been studied well. We have also worked based on this War@include
this chapter by mentioning our contributions made in the thesis.

We have mined various patterns from alexiion of yearly databases. These pattemres
useful in making many strategic decisions for a company. Chapter 2we have proposed a
model of mining global temporal patterns in muikki databasesand the notion of degree of
stability of an itento extract stable item3/Ne havedesigned an algorithm for clustering items in
multiple databases based on degree of stability. In Chapter I[3awe proposethe concept of
generalized notghandthen a special generalized notch, calleeberg has been pragsed We
designed an algorithm to mine icebergs in tstemped databases. In Chapter 4 we have
extended the concept of certainty factor by incorporating support information for an effective
analysis of overlapped intervals. We have proposed improvemertke @xisting algorithm for
identifying calendabased periodic pattern in a tistamped dataset. We have also analysed the
constraints viz., minimum interval, minimum support and maximum gap associated with each
time interval. We also provide a comparatanalysisbetween the proposeagorithm and the
existing algorithm for mining calenddéased periodic patterns. In Chapter 5 imeoducethe
notion of an overall influence of a set of items on another set of iMfashave proposed an
extension to thaotion of overall association between two items in a datakisseg the notion
of overall influence, we have designed two algorithms for influence analysis involving specific

items in a database.
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Chapter 2

Clustering Items in Different Data Sources Induced by Stability



22

2.1 Introduction

Due to the liberatiation of government policies across the globe, the number of-lpnaftch
companies is increasing over time. Many mhtanch companies deal with multiple databases.
Thus, the study of data mining on multiple databases is an important issue. Data anthing
knowledge discovery on multiple databases has been recently recognized (Wu & Zhang, 2003;
Adhikari & Rag 2008a) as an important area of research in data mining community.

Many of these multbranch companies also deal with transactional -Stae@d data.
Transactional data collected over time at no particular frequency is talehctional time
stamped datdlLeonard & Wolfe, 2005). Some examples of transactional-ftamped data are
point of sales data, inventory data, and trading data. wtilkk has been reported on the area of
mining multiple transactional timstamped databasdglany important and useful applications
might involve transactional timstamped data.

All the transactions in a branch might get stored locally. A transactiald be viewed as a
collection of items with a unique identifier. An interesting characteristic of an item is its
variation of sales over time. The items having less variation of sales over time are useful in
devising strategies for a company. Thug important to study such items.

Example 1. Let us consider ten yearly time databases and sample time series of supports
corresponding to five different itemiset i-th series be the time series of supports corresponding
to itemx;, fori =1, 2, 3, 4, 5.

(1) 0.03, 0.20, 0.31, 0.11, 0.07, 0.35, 0.82, 0.62, 0.44, 0.13

(2) 0.19, 0.20, 0.18, 0.21, 0.20, 0.20, 0.19, 0.18, 0.21, 0.20
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(3) 0.05, 011, 0.07, 0.20, 0.16, 0.12, 0.18800.17, 0.10
(4) 0.03, 0.04, 0.03, 0.07, 0.08, 0.12, 0.09, 0.15, 0.17, 0.12
(5) 0.04, 0.04, 0.03, 0.05, 0.04, 0.06, 0.04, 0.05, 0.06, 0.05
Among the support series corresponding to different items, we observe that the variation of sales
corresponding tiéem X is the leastThe company would prefer to devise strategy based on item
xs. In this chapter we have proposed a model of mining global temporal patterns in multiple
databases, and the notion of degree of stability of an item. We have designedridmraligpr
clustering items in multiple databases based on the degree of stability.

The est of the chapter is organized as follows. We discuss related work in Section 2.2. In
Section 2.3, we propose a model of mining multiple transactionaldiamepeddatabases. We
state our problem in Section 2.4. In Section 2.5, we design an algorithm for clustering of items in
multiple databases. Experimental results are provided in Section 2.6.

2.2 Related work

Liu et al. (Liu et al., 2001) have proposed stabkoemtion rules based on testing of hypothesis.

In this case, the distribution of test statistic under null hypothesis is normal for large sample size.
Thus, the stable association rules are determined based on some assumptions. Due to these
reasons, we dime stable items based on the concept of stationary time series data (Brockwell &
Davis, 2002 In the context of interestingness measures, Tan et al. (2002) have described several
key properties of twenty one interestingness measures proposed incstatistchine learning

and data mining literature. Wu et al. (2005) have proposed two similarity measures for clustering

a set of databaseghang et al. (1997) have proposed an efficient and scalable data clustering

method BIRCH based on a newnmemory dat structure called Gkee.
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Estivill-Castro and Yang (2004) have proposed an algorithmrémaains efficient, generally
applicable, multdimensional but is more robuitanto noise and outliers. Jain et al. (1999)
have presented an overview of pattern clustering methods from a statistical pattern recognition
perspective, with a goal of providing useful advice and references to fundamental concepts
accessible to the broad mmunity of clustering practitionersAuthors discussed various
clustering processes where objects were considered from single databtss.chapter, we
cluster items in multiple databases based on supports of iféms, the above algorithms might

not be suitable under this framework. Yang and Shahabi (2005) have proposed an algorithm to
determine the stationarity of multivariate time series data for improving the efficiency of many
correlation based data analysthang et al. (2003) designed a lopaktern analysis for mining
multiple databasesZzhang et al. (2004) studied various isssesh as data preparation, data
privacy related to multidatabase miningA good insight into mining aspect of both single and

multi-databases was provided.

2.3 A moeel of multiple transactional timstamped databases

Consider a multbranch company that hasbranches. LeD; be the transactional tinramped

database correspondingitth branch, foi = 1, n2Web sites and transactional databases

contain a lage amount of timesst amped data related to an or ge
customers over time. Mining these types of tistemped data could help business leaders make

better decisions by listening to their suppliers or customers via their transaobitected over

time (Leonard & Wolfe, 2005). We propose a mottal mining global patterns in mudti

databases over time. Adhikari and Rao (2008b) have proposed an extended model of mining

multiple databases using local pattern analysis.
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The limitation of this model is that it provides approximate global pattern. Thus, we propose a
new model of mining global patterns in multiple transactional -stamped databases. The
proposed model in Figure 2.1 has a set of interfaces and a set of layers. Each interface is a set of
operations that produces dataset(s) (or, knowledge) based on the lower layer dataset(s). There are
five distinct interfaces of the proposed model of syntlmgiglobal patterns from local patterns.

The function of each interface is described below. Interface 2/1 cleans / transforms / integrates /
reduces data at the lowest layer. By applying these procedures we get processed database from
the original databasén addition, interface 2/1 applies a filtering algorithm on each database for
separating relevant data from outlier data. E.g., if we are interested in studying the durable items
then the transactions containing only raurable items could be treated @slier transactions.

Also, it loads data into the respective data warehouse. At interface 3/2, each processed database
PD; is partitioned intck time databaseBT;;, whereDT; is the processed databggeavailable)

for thej-th time slot at thé-th branch, foj= 1, kZandi =€ ,1, n.2Atinteéface 4/3hej-

th time databases of all branches are merged into a single time d&dhdsej = 1, k2A, é,
traditional data mining technique could be applied on dateb#sat the interface 8/ forj = 1,

2, kelLetPB be pattern base corresponding to the time databageforj = 1, Kk, e,
Finally, all the pattern bases are processed for synthesizing knowledge or, making decision at the
interface 6/5. Other undirected lines in Figure &e assumed to be directed from bottom to top.

The proposed model of mining global patterns over time is efficient, since we get the exact
global patterns in multiple databases over timdayer 4, we have collection of time databases.

If any one of tlese databases is too large to apply a traditional data mining technique then

this data mining model would fail. In tleguation, we could apply appropriate sampling
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technique to reduce the size of a database. Thus, we get approximate patterns over time.

Layer 6

Knowledge obtained by dealing with the patterns in
different data sources for tiree sloti,1=1,2, ...k

T L i Interface 6/5

Layer 5
Interface 5/4

Layer 4

Interface 4/3

Layer 3

g\

Interface 3/2

FIn, FDy, Layer 2

o |
=
. } Interface 2/1
T
T

Figure 2.1 A model of mining global patterns in multiple transactional tstemped databases

2.4 Problem statement

With referenced Figure 2.1, leDT; be the database corresponding tojttie year, forj = 1, 2,

€ , k. Each of these databases corresponds to a specific period of time. Thus, we could call them
as time databases. Each of these time databases is mined using a tradéi@ananining
technique (Han et al., 2000; Agrawal & Srikant 1994). For the specific requirement of this
problem, we need to mine only items in the time databas¢s.be the set of all items in these
databasedEach itemseK in a databasP is associted with a statistical measure, cal&goport
(Agrawal et al., 1993) denoted bypgX, D). Thesupportof an itemset is defined as the fraction

of transactions containing the itemset. The variation of sales of an item over the timeis an
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important issue in determining stability of the item. Stable items are useful in many applications,
eg. stable items could be useful to promote sales of other items. Modelingtabth item is
more justified than modeling with unstable item.

Let m(t) be the mean support of itexnin the databas®T,, DT, ®T:. Thus,m(t) is
obtained by the following formula:
m(t)=(&\_, supix, DT)? sizdDT))/a'_, sizgDT), fort=1, R, &, & (1)
Let s(my) be the standard deviation afy(t), fort = 1, K We aall s(m) as the
variation of meansorresponding to support of Let g(t, t + h) be the autocovariance of
supix, DTy at lagh, fort = 1, K4, Thus,gx(t t + h) is obtained by the following

formula:

1. .
Gt t+h) :Eatk:*‘l(supr(x, DT,)- ,,(%)suppx, DT,,,)- 72, (K)) ¢ (2)

S(gw(t, t + h)) be the standard deviation afy(t, t + h), forh= 1, 1. Wecall, this

s(ax(t, t + h)) asvariation of autocovariancesorresponding to support &f We have chosen
standard deviation as a measure of disperddlan{an, 2006) Standard deviation and mean
deviation about mean are relevant measures of dispersion. Thesean¢ake into account of
variation due to each support unlike the measure range. Skewness, being a descriptive measure
of dispersion is not suitable in this context. Before we define stability of an item, we study the
following time series of supports cesponding to an item. In the following example, we
computes(/m) ands(g of support series corresponding to different items.

Example 2.We continue with Example The variations of means and autocovariances of above

series are given as follows: (&)/7) =0.09342,s(9 = 0.01234, (2(m = 0.00230,
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5(9 =0.00002, (3)s(n7) = 0.02351,5(g) = 0.00039, (4)%(m) = 0.02114,5(9) = 0.00076, (5)5(m)
= 0.0027986,5(9 = 0.0000124We observe that the value of total variatiefy?) + s(g), is the

least corresponding to itexs.

We define stable items based on the concept of stationary time series data (Brockwell & Dauvis,
2002. In finding s(m), we first compute a set of meanssoifpport values. Then we compute
standard deviation of these mean values. Thus, we find standard deviation of a set of fractions.
finding s(g, we first compute a set of autocovariances of support values. Then we compute
standard deviation of these aut@ariances. An autocovariance of supports is an average of a set
of squared fractions. Thus, we find standard deviation of a set of squared fraction&7)So,

s(9. In fact,s(g is close to 0. Thus, we define our first measure of stabiiflylg as Dllows.

Definition 1. An itemxis stable ifs(/1) ¢ d whered is user definednaximum threshold

More strictly, we may wish to impose restrictions on bsfit) and s(g. Thus we define our
second measure of stabilgtable as follows.

Definition 2. An item x is stable ifs(my) + s(@x) ¢ d wheredis user defined maximum
threshold.

In Definition 2, the expressios(m) + s(g is the determining factor of stability of an item. We
definedegree of variatiomf an itemx as follows.

degOfvatx) = s(m) + S(Gx)

Higher value ofdegOfVarimplies lower degree of stability of the item. Based on above

discussion, we state our problem as follows.
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Let D and DT, be the databases corresponding it ibranch and-th year of a multbranch
company as depicted in Figure=11re23peétikel EFa
time (year) databases has been mined using a traditional data mining technique. Based on the
mining results, degree of variation of each item has been computed as discussed above. Find the
best norrivial partition (if it exists)of the items in B D, én,basé&l on degree of variation
of an item.

A patrtition (Liu, 1985) is a specific type of clustering. Formal definition of-tmwmal partition
is given in Section 2.5.

2.5 Clustering items

Our clustering technique is baseh the notion of degree of stability of an item. Again, the
degree of stability is based on the variations of means and autocovariances. The clustering
technique requires computing the degree of variation for each item in the datababée thet

set d all items in the database&iven a set of yearly databases, the difference in variations
between every pair of items could be expressed by a square matrix diff¢lezhce in variation

(difflnvar). We constructliffinVar as follows.

diffinvari, j) = | degOfVar(x) i degOfVatx) |, forx, x I 1. e (4)
In the following example, we compudgfinVar corresponding to Example 1.
Example 3.We continue here with Example 1. Matd&flnVar is given as follows.

¢ 0 0103 0082 0084 0102
€0.103 0 0021 0019 000%
diffinvar=60.082 0021 0 0.002 0.02Q
€0.084 0019 0002 0 001§
€0.102 0.001 0.020 0.018 0 {
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Matrix diffinVar is symmetric square matrix. We shall use this matrix for clustering items in
multiple databases.

Intuitively, if the difference in variations between two items is close to zero then they may be put
in the same class. Before clustering the items, we define a class as follows.

Definition 3. Letl = {iy, i»,  B}.be the set of items. A class formed at the levelifierence in

variationa is defined as follows.

C|a5$|,[’»:‘|éX:X:I LIX ]2 2’anddegOfVa(X11X2)¢uf0rX1,X2i X
i X: X1 1, X]|=1

Based on the above definition of a class, we define a clustering as follows.

Definition 4. Letl ={i1,i,,  &},be the set of items. Lgt (I, &) be a clustering of items inat

the level of difference in variatioa. Then,p(l, &) = {X: XI }(I), andXis aclasgl, a) }, where

1 (1) is the power set df

During the clustering process we may like to impose the restriction that each item belongs to at
least one class. This restriction makes a clustering complete. We define a completaglasteri
follows.

Definition 5. Let | = {iy, iy, ipebe the set of items. Lep (I, a) = {C1 (I, a),C.(l, @ , Cné,

(1, @)}, where Cy (I, a) is thek-th class of the clustep, fork= 1, n2 pis éomplete, if
81, C.(1,0 =1,

In a canplete clustering, two classes may have common items. We may be interested in finding
out a cluster containing mutually exclusive classes. A mutually exclusive cluster could be

defined as follows.
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Definition 6. Let | = {i, iz, ipebe the set of items. Lea(l, a) = {C. (I, @), Cz(I,a) , Ca,
(1, @)}, where Ci (I, a) is thek-th class of the clustep, fork = 1, nm pis éytually
exclusive if G (I, @) £Cj(l, a) =, fori, j,and 1¢i,j ¢ m.

We may be interested in finding out such a mutually exclusive and complete cluster. A partition

of a set of item$ is defined as follows.

Definition 7. Let p (I, &) be a mutually exclusive and complete cluster oéteo§ itemsl at the

level of difference in variatioa. p (I, a) is called a nottrivial partition if 1 < jg| <m.

A partition is a cluster. But a cluster is not necessarily be a partition. In the next section, we find
the best nottrivial partition (if it exists) of a set of items. The items in a class are similar with

respect to their variations. We are interested in the classes of a partition where the variations of

items are less. The items in these classes are useful in devising strategiesdéonphny. Thus,

we define average degree of variatamy, of a class as follows.

Definition 8. Let C be a class of partitiop. Then,

ad\(C | p) = Ellsxf .degOfVagy).

2.5.1 Finding the best nofttrivial partition

With reference to Example 1, we arrange all-zem and distinct values dfiffinvVar in non
decreasing order for finding all the ntnivial partitions, for 1¢ i <j ¢ 5. The arranged values of
diffinvar are given as follows: 0.001, 0.002, 0.018, 0.019, 0.020, 0.021, 0.082, 0.084, 0.102,

0.103. We get te nontrivial partitions ata = 0.001, and 0.002. The partitions are given as
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follows: %= {1}, { ¥, X}, { X}, {xa}}, and %% = {xa}, { %o, X6}, { Xs, Xa}}. We observe
that at different levels o we have different partitions. We would like to find the best partition
among these partitions. The best partition is based on the principle of minimizing theassra
variation and minimizing the intarlass sindarity. Intra-class variation and interdass similarity
are defined as follows.

Definition 9. The intraclass variationintra-var of a partitionp at the levela is defined as
follows.

intra-va(” ) =S| S |degOfVax ) - deg OfVax;) |

Xio X1 Cs %<
Definition 10. The interclass similarityinter-sim of a partitionp at the levela is defined as
follows.

inter-sim(¢?) = Se, i peaSui 6. %1 ¢, MiNimun{degOfvax ), degOfvalx)}

The best partition among a set of partitions is selected on the basis of goodness value of a
partition. Goodness measweodnessof a partition is defied as follows.

Definition 11. The goodness of a partitimat level a is defined as followsgoodnes&’) =

intra-var(¢?) + inter-sim(/#) - |7, where 47| is the number of classes /af

We have subtractegf| from the sum of intralass variation anthter-class similarity to remove
the bias of goodness value of a partition. Better partition is obtained at higher goodness value.

We would like to partition the set of items in Example 1 using above goodness measure.

Example 4.With reference to Exampl2, we calculate goodness value of each of thetnaial

partitions.
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intra-var(/”°®) = 0.001, inter-sim/”°) = 0.081, and |/ = 4. Thus,

goodnesg’ %) =-3.916.
intra-var(£”°% = 0.003,inter-sim(¢*°*3 = 0.06, andr’°*] = 3. Thusgoodnesg % =-2.937.

The goodness value corresponding to the partjtb? is the maximum. Thus, the partition
°%is the best among the narivial partitions. Let us return back to Example 1. There are five
series of supports corresponding to five items. Based on variation among the supports in a series,
we could partition the series as follows: {series 1}, {series 2, series 5}, {series 3, series 4
Hence, we get the following partitionxa, { X2, Xs}, { X3, Xa}. The proposed clustering technique

also identifies the same partition as the best partition. Thus, it verifies the correctness of the

proposed clustering techniquayv ({x:}| £°°%% = 0.105, adv ({ Xz, xs}| £°°% = 0.0025 anécdv
{xs, x| %) = 0.022. We find that the average degree of variationxgfx} is the least
among the classes pf°%% Thus, the items, andxs are most suitable among all the items in the

given databases for making strategies of the company.

We design an algorithm for finding best nwivial partition of items in multiple databases.
First we describe different data structures used in designing an algorithm for finding the best
partition of items. For each item there aesupports corresponding todifferent years. We
maintainm 3 k supports form items in arraysupports Thei-th row of supportsstores supports
corresponding te-th item fork years, fori = 1, m2lLeténeansbe a wo dimensional array
such that theé-th row stores means of supports corresponding to different yearthfaem, fori
= 1, m2Letaytocovariancede a two dimensional array such that th@ row stores

autocovariances of supports correspondinditferent lags for-th item, fori= 1, mZoré ,
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yearj, we compute mean value of supports for yearjl ithus we get different mean values for
different years. LestdDevMeande the standard deviation of these mean values. Fojj,y&ar
also compute autocovariances of supports for year htalifferent lags. Thus we get different
autocovariances for different lags corresponding to a yeastdBevAutocovarbethe standard
deviation of these autocovariances. The degrees of variation of different items are stored in array
degInVar VariableSis a one dimensional array containif@, difference invariations advis a
one dimensional array which stores the agerdegree of variation for the items in each class.
The algorithm is presented below.

Algorithm 1. Find best nostrivial partition (if it exists) of items in multiple databases.
procedure BestPartition(m, support$

Inputs

m: number of items

supports array of supports of different items corresponding to different years

Outputs

Best nontrivial partition (if it exists) ofitems in multiple databases

01: for i=1tomdo

02: computeneang) using formula (1) at different years;

03: let stdDevMeas= standard deviation of mean values for different years;

04: computautocovariancé) using formula (2) at different time lags;

05: let stdDevAutocovars standard deviation of autocovariances;

06: computelegOfVafi) = stdDevMeans- stdDevAtocovar,

07: end for
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08:

09:

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

28:

29:

for row =1 tomdo
for col = (row + 1) tomdo
computéiffinVar(row, col) using formula (4);
end for
end for
sort distinct elements in the upper trianglaidfinVar in nondecreasing order int§
let k= 1;let maxGoodness -9999; p= f;
while (k ¢ |S) do
let curRow= 1;let curClass= 1,
fori=2tomdo
classLabd(i) =0;
end for
let classLabg(l) = 1;
let curDiffvVar = §K);
for col = curRow+ 1 tomdo
if (difflnVar(curRow col) ¢ curDiffVar) then
if (classLabelcol) = 0)then
classLalel(col) = curClass
else if(classLabelcol) , curClasg then
partition does not exist at this level,;
go to line 49;

end if
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30: end if

31: end for

32: increasedurRowby 1;

33: if (classLabdlcurRow = 0)then

34: increaseurClassby 1;

35: classLabglcurRow = curClass

36: elsecurclass= classLabdlcurRow;

37: endif

38: if (curRowOm) go toline 22;end if

39: letj=0;

40: while ((classLabg]) , 0)and (j <m)) do
41: increasgby 1;

42: end while

43: if (j=m+ 1)then

44: if (maxGoodness goodness value of current partitiaghgn
45: maxGoodness goodness value of current partition;
46: store current partition into

47:  endif

48: end if

49: increasé&byl;

50: end while

51: returng;

end procedure
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In this paragraph, we explain different lines of above algorithm. Algorithm 1 computes
degreeOfVarfor all items using lines-¥. Matrix diffinVar is constructed using lines®®. We

check the existence of partition at every valu& We start checking partition by assigning the
first item toclassLabell. Also, clustering process is performed row by row, starting from row
number 1. At tha-th row, all the items greater tharare classified. During this process, if a
labeled iten gets another label then we conclude that partition does not exist at the current level.
After increasing the current row by 1 we check the class label corresponding to current row.
Each row corresponds to an itemthe database. If the current row ig fabeled yet then we
increase the class labbll. If the goodness value of the current partitionlass thanthe
goodneswalue of another partition then the current partition is ignored

Lemma 1.Algorithm 1 executes i@(m®) time.

Proof. Line 2 takesO(k) time to computeneang), for somei = 1, nR Also,dine 3 takes

O(K) time to compute standard deviation of mean values. To compute formula (2), we require
O(k) time. Thus, line 4 take®(k®) time. In line 5, we compute standard deviationkef
autocovariance values. Thus, line 5 tai¥k?) time. The foroop in lines 17 repeatsn times.

Thus, the fofoop in lines 17 takeO(mxk?) time. ForcomputingdiffinVar at a given row and
column, it take€D(1) time. Thus, lines-82 takeO(n?) time. Ttere are maximurft'C, elements

in the upper triangle diffinVar. Thus, line 13 take®(m?xlog(m)) time. The whileloop at line

15 repeats maximurfi’C, times. Each of the loops at lines 17, 22, and 40 t&Ke$ time. To

store a partition it take®(m) time. To compute goodness value for a particular partition, it takes
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O(n?) time. Thus, the lines 150 take O(m") time. The time complexity obestPartition
algorithm isO(m’).

In finding stable items in multiple databases, a class having minimal average degree of
variation in the best partition might not be a best class at a given degree of stability. In many
applications, we may need to find stable items at a givgredeof stability. In this case, it might
not be a requirement that the stable items need to form a class of @iviahpartition. Thus,
the question of finding a partition might not arise always. To find such a class we shall follow a
different approeh.

2.5.2 Finding best class

Before finding best class, we first define the concept of best class as follows.

Definition 12. Let C be a class of item<C is called a best class at the level of difference in
variation a if (i) |degOfvatx) i degOfVaty)| ¢ a, for x, y I C, (ii) ad(C) is the minimum
among all classes of maximal size, and (iifjas a maximal size.

In Lemma 1, we show that it might not be possible to find two classes of maximal size having
the same average degree of variation.

Lemma 2.Best class is unique.

Proof. Let xq, X2, € %m be the items sorted on naolecreasing degree of variation. We conclude
that itemx; has maximum stability, and the itexp has minimum stability. At leved, let the
stabilities of items, X;, € X« be less thn or equal t&, and the stabilities of item .1, Xk+2, é,

Xm be greater thaa, for 1¢ k ¢ m. The best class has least average degree of variation. Also, the

difference in variation of two items in the class is less than or egaalltwus, {1, X2, € Xk}
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forms the best class. 8\are not concerned whether it becomes a member of a paratief x,,
X2, €x%d}) is the minimum, and hence best class is unique.

We might be interested in finding best class of items in multiple databases. We usdassay
hold the best class of items. In the following, we provide an algorithm in finding best class of
items in multiple databases.

Algorithm 2. Find the best class aéms in multiple databases induced by stability.
procedure BestClasqdm, a, support$

Inputs

m: number of items

a. level of degree of variation

supports array of supports of different items corresponding to different years

Outputs

Best class oitems in multiple databases

01: perform lines 01 07 of Algorithm 1,

02: sort arraglegOfVarin nondecreasing order;

03: let class(1) =degOfVafl); let count= 1;let avgVar= 0;

04: for i =2 tomdo

05: class(i) =-1;

06: end for

07: for i =2 tomdo

08: if ((degOfVafi)i degOfVafl)) ¢ a)

09: class(i) = degOfVvafi);
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10: increaseountby 1;

11: avgVar= avgVar+ degOfVafi);

12: endif

13: end for

14: avgVar= avgVar/ count

15: return €lass count avgVal);,

end procedure

In this paragraph, we explain different lines of above algorithm. We compute degree of
variations for all items using lines7Land store them in arralegreeOfVarin nondecreasing
order. The best class would contain the first itemdefjreeOfVar The item with least
degreeOfVars assigned talass1. An itemi is included in the best class diggOfvafi) i
degOfVa(l)) ¢ a. Algorithm 2 returns best daclass the number of items in the best class
count and the average degree of variation of the best alapsar.

Lemma 3.Algorithm 2 executes in maximum@(mxk?), O(m? log(m)) time.

Proof. Line 1 executes iD(mxk%) time [Lemma 2], wherd is thenumber of years. There are

two for loops in Algorithm 2 apart from loops placed in line 1. Each of these loops executes in

O(m) time. Line 2 take®(m? log(m)) time. Thus, the lemma follows.

2.6 Experiments

We have carried out several experiments to stheyeffectiveness of our approach. All the
experiments have been implemented on a 1.6 GHz Pentium IV with 256 MB of memory, using

the software visual C++ (version 6.0). We present the experimental results using two real
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datasetsnushroom(Frequent itemset mining dataset repository), ecai (UCI ML repository)
Datasetecoli is a subset ofcoli databaseand it has been processed for the purpose of
conducting gperiments.Let DB, NT, ALT, AFIl, and NI denote database, the number of
transactions, average length of a transaction, average frequency of an item, and number of items
respectively. We present some characteristics of these datasets in Table 2.1. Eathhdata
been divided into 10 databases, called input databases, for the purpose of conducting
experiments. The input databases obtained frarshroormandecoliare named aldl;, andE;, for

i= 0, 1 The ndushro@ndataset contains 8,124 transactiond 420 distinct items. Its
average transactions size is 24, around 20% ((24#1R0) of its distinct items are present in
every transaction and therefore it is a dense dataseilarly, density ofecoliandrandon68 is

0.077 and 0.08 and therefotheyare considered as spar¥ée present some characteristics of

the input databases in Table 2.2.

Table 2.1Dataset characteristics

Dataset NT ALT AFI NI

mushroom | 8124| 24.000 | 1624.800 | 120

ecoli 336 | 7.000 25835 | 91

random68 | 3000| 5.460 280.985 | 68

In Tablke 2.3, we present top 10 stable items in multiple databbs@sushroom 85 has least
degree ofvariation and it is zero. From experiment we observed that item 85 occurs in every
transaction and its support is 1.0 in all the input datab&sss.could als notice that items of

mushroomhas less degree of variation as comparctdi andrandom68.
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Table 2.2Time database characteristics

DB | NT ALT AFI NI DB | NT ALT AFI NI

Mo | 812 | 24.000 | 295.273 | 66 Ms | 812 | 24.000 | 221.454 | 88
M; | 812 | 24.000 | 286.588 | 68 Ms | 812 | 24.000 | 216.533 | 90
M, | 812 | 24.000 | 249.846 | 78 M; | 812 | 24.000 | 191.059 | 102
Ms | 812 | 24.000 | 282.435 | 69 Mg | 812 | 24.000 | 229.270 | 85
My | 812 | 24.000 | 259.840 | 75 My | 816 | 24.000 | 227.721 | 86
Eo | 33 7.000 4.62000 | 50 Es 33 7.000 3.915 59
E; | 33 7.000 5.133 45 Es 33 7.000 3.500 66
E, | 33 7.000 5.500 42 E7 33 7.000 3.915 59
Es | 33 7.000 4.812 48 Es 33 7.000 3.397 68
Es | 33 7.000 3.397 68 Eo 39 7.000 4.550 60
Ro | 300 | 5.590 28.676 68 Rs | 300 | 5.140 26.676 68
Ry | 300 | 5.417 28.000 68 Rs | 300 | 5.510 28.353 68
R, | 300 | 5.360 27.647 68 R; | 300 | 5.497 28.338 68
Rs | 300 | 5.543 28.456 68 Rs | 300 | 5.537 28.471 68
Ry | 300 | 5.533 28.382 68 Ry | 300 | 5.477 28.235 68
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Table 2.3Top 10 stable items in multiple databases

mushroom ecoli random68
item |degOfVaritem|degOfVaritem| degOfVar
85 0.000 | 1 | 0.0013 | 42 | 0.0012
8 0.0002 | 99 | 0.0018 | 41 | 0.0018
12 0.0003 | 91 | 0.0022 | 37 | 0.0023
75 | 0.0003 | 4 | 0.0025 | 67 | 0.0027
89 | 0.0003 | 94 | 0.0036 | 11 | 0.0028
62 0.0009 | 15| 0.0038 | 45| 0.0029
22 | 0.0010 | 12 | 0.0039 | 18 | 0.0030
20 | 0.0011 | 19 | 0.0040 | 56 | 0.0031
82 0.0012 | 3 | 0.0040 | 3 | 0.0031
33 | 0.0014 | 10 | 0.0044 | 28 | 0.0031

Table 2.3 showshat the range of variation mushioomis (0.07 0.0014)for top ten stable
items Whereas the degree of variation range among the iterasain and random68 is
(0.00137 0.0044)and (0.0012 0.00311) respectivelyln Table 2.4, we present five best
classes and their average degregasfation for a given value of for each database. Since
mushroomis dense we get best five classesaat 0.00025 and ak = 0.0014 We also
observe theAdv of these classes are quite lebllike mushroomhigher value ofa is
considered foecoliandrandom68 becauseheyaresparse anédvis also high for all these
classesThe items with least degree of variatiagch as {85, 8} itmushroom {1, 99} in
ecoliand {42, 41} inrandom68 areincluded first for lowest. The best partitiortontains
two dassesThe reason behind that the item with highgesgofvarforms a class and all the

remaining items belong to other class.
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The best partition of items imushroondataseis obtained at level 0.2476. The amount of intra
variation, inter similarity, and goodness value are 413.59719, 377.58308, and 789.18027
respectively Here 56 has highest degree of variatwith 0.02478 and therefore it is not
included in best clas3he best class is given as follows: {1, 2, 3, 4,5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39,
40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 39, %H), 61, 62, 63, 64, 65, 66,

67, 68, 69, 70, 71, 72,73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92,
93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113,
114, 115, 116, 117, 11819 }. It has average degree of variation 0.05682.

The best partition of items iacoli dataset is obtained at level 0.05632. The amount of intra
variation, inter similarity, and goodness value are 44.17961, 185.60862, and 227.78823
respectivelyltem 35has highest degree of variation with 0.058126e best class is given as
follows: {0, 1, 3,4, 5, 6, 7, 8, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 32, 33, 34, 36, 37, 38, 39, 40, 41, 43, 45, 46, 47, 48, 84,92, 53, 54, 55, 56, 57,

58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84,
85, 86, 87, 88, 89, 90, 91, 92, 94, 99, 100}. It has average degree of variation 0.01829.

The best partition of items irandon68 dataset is obtained at level 0.013670. The amount of
intra variation, inter similarity, and goodness value are 4.627779, 18.608446, and 21.236225
respectively.ltem 4 has highest degree of variation with 0.01BBe best class is given as
follows: {1, 2, 3,5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52,

53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 6565668}.
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It has average degree of variation 0.006382 have studied execution time with respect to
number of data sourced/e observe in Figures 2.2, 2.3 and 2.4 that #eew@ion time increases

as the number of data sources incredsescution time depends o, NT, ALT and number of
input databases. iImushroonthe density of input databases vary from 23% to 33%. Number of

transactions of each input databases are BiiZs, maximum time isaken2725 sec.

3000
2500 /-/'
2000
1500 >
1000 ——

500

Execution time (se:

4 5 6 7 8 9 10

Number of data sourct

Figure 2.2 Execution time vs. number of data sources obtained froshroom

Table 2.45 best classes in multiple databases

mushroom ecoli random68
a items adv a items adv a items adv
0.0002% {85, 8} 0.0001.0.00y {1, 99, 91, 4} |0.002700.001¢ {42, 41} 0.0014
{85, 8, 12, 75
0.0003 89} 0.00020.0025{1, 99, 91, 4, 94]0.00230.0015 {42, 41, 37} |0.001¢
{85, 8, 12, 75 {1, 99,91, 4,94 {42,41,37,67,1
0.0010 0.00030.003( 0.003(0.0017% 0.0023
89, 62} 15,12,19, 3} ,45}

{85, 8, 12, 75 {1, 99,91, 4,94 {42,41,37,67,1
0.0012 0.00050.0034 0.00330.002(¢ 0.002¢
89, 62, 22, 20 15,12,19, 3,10,6 ,45,18,56,3, 28
{85, 8, 12, 75 {1, 99,91, 4,94 {42,41,37,67,1
0.0014 89, 62, 22,20/ 0.0006/0.005( 15,12,19, |0.00350.0022,45,18,56,3,28,0.0027%
82} 3,10,6,18} ,53}
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Figure 2.4Execution time vs. number of data soes obtained fromandom68
From Figure 2.2 we observe that initially the algorithm takes less time, later there is a sharp rise
for every increase number of input databa3ée density of input databasesdooli vary from
10% to 17% and 8% imandom68. Both the databases are sparse Ahd is also lowand
therefore igures 2.3 and 2.4 show sharp rise of execution time from the very beginning.
2.7 Conclusion
Stable items are useful for modeling various strategies of an organization. Thus, it sauryetes
identify stable items. We propose the notion of degree of stability of an item. We design an
algorithm for clustering items in multiple databases based on degree of stability. The proposed

technique is useful and effective.
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Chapter 3

Mining Icebergs in TimeStamped Databases
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3.1 Introduction

Many organizations diect transactional data continuously over a long period of time. A
database grown over a long period of time might contain useful as well as interesting temporal
patterns. By taking into the account time aspect, many interesting applications / patteras su
surprising patterns (Keogh et al., 200@scords(Keogh et al., 2006), calendar based patterns
(Mahanta et al., 2008) have been reported in the recent time. Surprising patterns, anomaly
detection andliscordscould be considered as exceptional grais occurring in a time series.
These exceptional patterns are important as well as interesting contributions to temporal data
mining. In this chapter, we study another kind of exceptional patterns in transactional time
stamped data. We define the excepal patterns and discuss how to mine them from-time
stamped databases.

Though an analysis of time series data (Box et al., 2B8&kwell & Davis, 2002;Keogh,
1997; Tsay, 1989) has been intensively studied, the analysis efttiimped data still da for
more research. Specifically, in the context of multiple tsteemped databasdgtle work has
been reported so faiherefore, there arises an urgent need to study multiplestiameped
databases. In Example 1, we observe an interesting typmmgiotal pattern in multiple time
stamped databases that needs to be analyzed fully.

The supportof an itemset Agrawal et al., 1993)s defined as the fraction of transactions
containing the itemset. It has been used extensively in identifying diffeyees of patterns in a
database. Some examples are association Aglenyal et al., 1993)negative association rule

(Wu et al., 2004)and conditional patternAflhikari & Rao, 2008c Nonetheless the support
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measurdias a limited use in discovering some other types of patterns in a database. We illustrate

this issue using the following example.

Examplel.Consi der a company that ioraayeatlydbasis.dMaryu st om
important problems can be studied given such yearly databases. Lét literof our interest. In

view of analyzing itermmA over the yeardet us consider the sales seriesAdfom the year 1970

to 1979.

(0.9, 1000, 1970), (0.31720, 1971), (0.36, 2500, 1972), (0.29, 3450, 1973), (0.37, 1689, 1974),
(0.075, 7098, 1975), (0.073, 8900, 1976), (0.111, 6429, 1977), (0.09, 9083, 1978), (0.07, 10050,
1979). The first, second, and the third component of each triple refers to the safppotihe

number of transactions in the yearly database and the corresponding year, respectively.

S O05

900 906 005
)55
500 541\

w [L:14
o 700 \ /‘4 695
v 600 \Tﬁon A 650

500 5-37

1970 1971 1972 1973 1974 1975 1976 1977 1978 1979

Year

Figure 3.1Sales of itemA reported in consecutive years

The sales series of iteAis depictedn Figure 3.1. There is a siditiant downfall of sales from

1972 and rise in sales from the year 1975. Year 1975 is an importantRmaitit& Fink, 2002)

for the company. It is a significant doworup change in the sales series. It is not surprising to
observe a significant ufp-down change in a sales series of an item. Such patterns in time
stamped series are interesting as well as important to investigate. They could reveal the sources
of customer so pur chase behavior and that mi

organizatia.
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At this point, one might be interested in knowing how a time series data differs from-a time
stamped data. Transactional data are staenped data collected over tinaé no particular
frequency Leonard & Wolfe,2005). Whereas, time series data are tstaenped data collected
over time at a particular frequency. For example, point of sales data could be considered as time
stamped data, but sales per month / year cbald¢donsidered as time series data. One could
convert transactional data into time series data for the purpose of specific data analyses. The
frequency associated with time series data varies from problem to problem. For future planning
of business activiéis, one might need to analyze the past data of customer transactions collected
over a long period of time. While analyzing the past data it is useful as well as important to
figure out the abrupt changes in sales of an item along with time. Existingttabg®rias
mentioned above, fail to detect these changes. Therefore, in this chapter our objective is to define
such exceptional pattesrand design an algorithm to extract such pastérom time-stamped
databases.

For the purpose of studying patterns time-stamped databases one may need to handle
multiple databases over time. One could call these time variant databaises databasedn
this context, the choice of time granularity is an important issue as the characteristics of temporal
patterns isheavily dependent on this parameter. It is quite reasonable to consider the time
granularity as one year, since aseaseaepears on a yearly basis an

behaviour might vary from season to season.

Consider an established compgaaving data over fifty consecutive years. The company might
be interested in knowing the performance of different items over the years. Such analysis might

help the company in devising the future strategies.



51

The objective of this chapter is to identify abrupt changes in sales of each item (as defined in
Sections 3.4 and 3.5) over the years as depicted in Figurdt@lgoal of this chapter is to
define a new type of patteibased on abrupt variation of sales of an item over the years and to
design an algorithm to mine such patterns in time databases.

Rest of the chapter is organized as follows. We discuss related work in Section 3.2. In Section
3.3, we introduce a newrtgoral pattern, called notch, of an item. Based on this pattern, we
propose the concepts of generalized notch (Section 3.4) and iceberg notch (Section 3.5). We
present another view of sales series in Section 3.6. In Section 3.7 we design an algorithm for

mining icebergs in timstamped databases. Experimental results are presented in Section 3.8.

3.2 Related work

Temporal sequences appear in a vast range of domains ranging from engineering to medicine and
finance, and the ability to model and extract infation from them becomes crucial from a
conceptual as well as applied perspective. Identifying exceptional patterns Hstaimeed
databases deserves much attention. In Sections 3.4 and 3.5 we will propose two exceptional
patterns in timestamped database

There are mainly two broad directions of temporal data mining (Roddi&pillopoulou,
1999). One concerns the discovery of casual relationships among temporally oriented events.
Another one deals with the discovery of similar patterns within thee dame sequence or
among different time sequenc&equences of events describe the behavior and actions of users

or systems that can be collected in sevaoahains.
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The proposed problem falls under the first category of problems, since we are interested in
identifying exceptional patterns by comparing sales in different years.

Agrawal et al. (1995) introduced ttehape definition languagéSDL), which used limited
vocabulary such asp, up, stable zerg down Down} to describe different gradients in the
series. The similarity of two time series is proportional to the length of the longest common
sequence of words in theBDL representation. Such coarse informatioighth not be always
helpful. We define two exceptional patterns viz. a generalized notch and an iceberg notch.

Perng et al. (2000) proposed the landmark model where perceptually important points of a time
series are used in its representation. The parakpnportance depends on the specific type of
the time series. In general, sound choices for landmarks are local maxima and minima as well as
inflection points. The advantage of using the landnieged method is that this time
representation is invariato amplitude scaling and time warping. Some of the local maxima and
minima might lead to higher level of exceptionality. Here we are concerned with defining such
exceptionalities in timastamped databases.

There has been a significant amount of wonkdiscovering temporal patterns of interest in
sequence databases and time series databases. Temporal data mining is concerned with the
analyses of data with an intention of finding patterns and regularities from a set of temporal data.
In this context sagential association rule (Agrawal & Shrikant, 1995), periodical association
rule (Li & Deogun, 2005), calendar association rule (Li et al., 2003) caksagad periodic
pattern (Mahanta et al., 2008) and-topdate pattern (Hong et al., 2009) are sonhethe

interesting temporal patterns reported in the recent time.



53

As noted in Section 3.1, support history of an item provides important information of an item
over time.We have proposed an algorithm for clustering items in multiple databases based on
their support history (Adhikari et al., 2009). We have introduced the notion of stability of an item
based on its support history.

Lomet et al. (2008) integrated a temgandexing technique, the TSiBee, into Immortal DB
to serve as the core access method. The-ff&Bprovides high performance access and update
for both current and historical data.

Keogh et al. (2005) proposed an algorithm for finding unusual senes where the notion of
time discords is introduced. A time discord is a subsequence of a longer time series that is
maximally different from all other subsequences of the series. Discords can be used to detect
anomalies in an efficient way.

Many aborithms are designed incrementally to support {itependent analysis of data. We
have proposed algorithms incrementally to study overall influence of a set of items on another
set of items in time databases (Adhikari & Rao, 2010).

Castellana et al. (07) proposed a new approach to performing change detection analyses
based on a combination of supervised and unsupervised techniques is presented. Experimental
results are based on image data. Wang et al. (2010) examined an unsupervised search method to
discover motifs from multivariate time series data. The algorithm first scans the entire series to
construct a list of candidate motifs in linear time, the list is then used to populate a sparse self
similarity matrix for further processing to generate fihal selectionsin contrast, the algorithm

to be proposed is based on tistamped data.
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3.3 Notches in sales series

The change in sales of an item could be defined bycttange of its support over timEhe
support of an item results in support history(Bottcher et al., 2008pf the item in time
dat abases. An analysis of a support history
behavior (Adhikari et al., 2009While dealing with the support history, the size of a database is
an important issue. Support 0.129 from a database containing 1,000 transactions might be less
than the support 0.091 from a database containing 1,00,000 transactions. Thus, a mere analysis
of the support history over time might not be effective in an application. One needs to analyze
the supports along with the sizes in time databdsdsxample 1, we observe that the support of
A has been decreased from year 1970 to 1971. But, the salelastbeen increased from the
year 1970 to 1971. Hence, a negative change in support of an item might imply a positive change
in frequency of the item. Thus, one needs to be careful in dealing with shgtoryof an item
in different databases.

Let us consider a company that has been operating for thé& {asirs. For the purpose of
studying temporal patterns, yearly databases could be constructed based ostanipndzach
of these databases corresponds to a specific period of timP. thetthe ollection of customer
transactions ovek years. For the purpose of defining a temporal pattern we did®o k
yearly databases. LEXT; be the database corresponding toittieyeari= 1, k2Eachéf,
these time databases is mined usingaditional data mining technique (Agrawal & Srikant,
1994; Han et al.,, 2000). Mining tirstamped databases could help business make better
decisions by listening to their suppliers and / or customers via their transactions collected over

time (Leonard & Wblfe, 2005).
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Over the years, an item may exhibit many consecutive data points having similar sales. As
opposed to similar data patterns considering each data pointfedliyet meaningful number of
points may play a dominant role in many decision making problems. These meaningful data
points could be defined in various ways, like average, peak, or slope of Hres & Fink,
2002) In the context of the proposed problesuch compression of data points seems to be
irrelevant. Given the sales series of an item, one might be interested in identifying abrupt
changes in the sales series. The goal of this chapter is to define a new type of pattern based on
abrupt variation ofsales of an item over the years and to design an algorithm to mine such

patterns in time databases.

Over the years, there may exist many ups and downs in sales of an item. One might be
interested in identifying abrupt changes of sales in differemsydtamight be helpful to figure
out the causes behind it and to take actions accordinglg (&tbe the sales of iter for thei-
thyearji= 1, k RVe define the change in sales series of ikeah year as follows (Singh&

Stuart, 1998).

Thechange in sales series at yearincreasingif

s-1(A) <s(A) <s:«1(A),i= 2, kB, €, e(1)
The change of sales series at yigadecreasingf

S1(A) >s(A) >s:1(A),i= 2, kB, é, e (2)
[ s1(A) <s(A) andsi(A) > s:a(A)] or [s.1(A) > s(A) ands(A) <s:a(A)]i= 2, kB, é( 3)
The notion ofstrict extremgFink & Gandhi, 2007at a year corresponding to an item is defined

as follows.



56

Let s(A) be the amount of sales of an itékmat yeari, i = 1, k2Theée,exists astrict
extrena at yeari for the itemA if the change of support histoof A at yeari is altering. Based
on the concept of strict extregwe define a notch as follows, for the first time.
Definition 1. There exists aotchat yeari for the itemA if there is a strict extreme at yaan
the sales series of itef
Let Ds(A) be the difference in sales of itehbetween the yearsaandi-1. Now we propose a few
definitions as follows.
Definition 2. Let there exist a notch at yemffor item A. The notch at year for item A is
downwardif Ds(A) < 0 andDs+1(A) > 0.
Definition 3. Let there exists a notch at yeafor item A. The notch at year for item A is
upwardif Ds(A) > 0 andDs;+1(A) < 0.
Itemset (Agrawal et al., 1993) could be considered of as a basic type of pattern present in a
transactional database. Maimyportant as well as interesting patterns are based on itemset
patterns. Similarly ampward / adownwardnotchcould be considered as a basic type of pattern
in time databases. In Section 4, we illustrate how the notion of notch could help analyzing a
special type of trend in time databases. Thus, it is important to nutehesin time databases.
One could scan the sales series of an item to identify its interesting notchesaridk be the
number of items in time databases and the number of-diamped (yearly) databases,
respectively. One could simply scan the sales series of an item to identify its interesting notches.

For each item there akesales data. Then the time complexity of identifying notch€{ns K).
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3.4 Generalized notch

Based on the concept of notch, we present here the notion of a generalized notch in time
databases. Let us refer to Figure 3.1. There are two downward notches in the years 1971 and
1975 having sales 854 and 537, respectively. The concept of notch can be generalized based on
strict extrema as mentioned in Section 3.3. One could notice in Figure 3.1 that the downward
notch in the year 1975 is wider than that of 1971. The width of a davdhgeneralized notch is

based on the two consecutive local maxima within which the downward generalized notch is
enclosed. The width of the downward generalized notch in 1975 isi19982 = 6. Similarly,

the width of an upward generalized notch is basedthe two consecutive local minimums
within which the upward generalized notch is enclosed. The width of the upward generalized
notch in 192 is 19757 1971 = 4. Based on the above discussion, we define width of a
generalized notch as follows.

Definition 4. Let there be a generalized downward (upward) notch in theiyédso, let the
generalized downward (upward) notch be enclosed with the local maximums (minimums) in the
yearsi; andi, (> i1). The width of the generalized notch in the yiearequal td, 71 i;.

The width of a generalized notch could be divided into left width and right width. The left
width and right width are equal tdi 7 i) and { T i), respectively.In case of downward
generalized notch the sales value graduallyebssas, and then attains the minimum value, and
then it gradually increases. Thus, the change of sales value between two consecutive years seems
to be an important characteristic of a generalized notch. In this regard, one might be interested in
the changeof sales for a year as compared to its previous year. Also, the sales atagear

compare to sales of ye@randi, are important characteristics of a generalized notch.
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Accordingly, one could define lefieight and righteight of the generalized notch in the year
for an itemA as follow: left-height (A, i) = |salegA, i1) T salegA, i)|, andright-height (A, i) =
|salegA, i) T salegA, i,)|. We define the height of generalized notch as follows.

Definition 5. Let there exists a generalized downward (upward) notch in the.yAtso, let
the generalized downward (upward) notch be enclosed with the local maximums (minimums)
andi, (> i1). The height of the generadid notch in the yedris equal tomaximum{left-height
(A, 1), right-height(A, i)}.

Based on the concept of generalized notch, we focus on the notion of iceberg.

3.5 Iceberg notch

An analysis of sales series of items is an important issue. In viewrforming this task, one
could analyze the sales series for each item. In analyzing a sales sdapthinit is evident that

an existence of a notch might be an indication of a bigger notch. This represents an
exceptionality of sales of an item. Based such an exception, we define iceberg in time

databases as follows.

Definition 6. An icebergnotch is a generalized notch that satisfies the following conditions: (i)
The height of the generalized notch is greater than or equal &md (ii) The width 6 the

generalized notch is greater than or equdl Both a and b areuserdefined thresholds.

An iceberg notch is a generalized notch having a ldigeghtand a lagerwidth than a and 4.
The concept of iceberg in data management is not new. Fompéxaiceberg queries (Han &

Kamber, 2001) are commonly used in data mining, particularly in market basket analysis.
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Let us illustrate the concept of an iceberg using aamgte. let the value ofa and b be set to
300 and 5, respectively. Also, let the values, of andi, be 1975, 1972, and 1978, respectively
(with respect to Figure 1). We observe theftHeight{A, 1975) = |salegA, 1972)1 salegA,
1975)| = |905 537|= 368andrightHeight(A, 1975) =|salegA, 1975)i salegA, 1978)| = [537
820| =283, respectively. Therefore, the height of the icebergasimum{368, 283} i.e. 36&

a. Also, i, 1 i; = (19781 1972) = 62 b. So, there exists an interesting downwiaeberg notch

in the year 1975. We also observe an upward notch in the year 1972 with heighi 268l

width (1975i 1971) = 4< b. So, the upward notch in the year 1972 is not an iceberg.
3.6 Sales series

A sales series of an item might proviae interesting information about the item. It is basically
the same as the support history of the item. As noted above, in many problems, it is preferable to
analyze sales series rather than looking at the support history of an item. Many tempora patter
might originate by analyzing such types of temporal series.

Each data in a sales series can be mapped into a member in th&, <&t} by comparing
with the previous data in the same series. Thus, adtamped series could be mapped into a
temary series. It provides a simplified view of the original tst@mped series data. Such
simplified view might provide some useful information. The procedure for mapping a time

stamped series into a ternary series is illustrated in the following example.

Example 2.Consider the sales data given in Example 3.1. The sales oAitlerh971 decreased
from the sales in 1970. We note this behavior by puttibgn the ternary series of ited

corresponding to year 1971.



60

The sales of item\ in 1972 increased over the sales in 1971. We note this behaviour by putting

+1 in the ternary series of itef corresponding to year 1972. the sales of iter in any

year remains same ghat of previous year then we note this behaviour by putting 0 in the ternary
series. Thus, we obtain the ternary seri€3 ¢f itemA in the following form:

Year 1970 1971 1972 1973 1974 1975 1976 1978 1979

TSA) 1 +1 T1 T1 1 +1 +1 +1 i1

In the above series, one can observe the existence of a generalized notch. The width of a
downward generalized tah can be obtained fromarunidf s and t he subseque.l
The width is obtained by adding the numbeidbfés i n the first run and t
second run. A similar procedure can be followed for finding width of an upweardraiized

notch. INTYA) we observe a downward generalized notch in 1975. The width of this notch is

equal to 3 + 3 = 6. Also, there exists an upward generalized notch in 1978 having width of 4.

A slightly different procedure could also be followedr fobtaining a ternary series
corresponding to a sales series of an item.xLatdy be the sales for the year 1970 and 1971,
respectively. Letd be the level of significance of difference in sales. We put +1 in the ternary
series of the item correspondito year 1971, iff 1 x > d We puti 1 in the ternary series of the
item corresponding to year 1971, xfi y > d We put 0 in the ternary series of the item
corresponding to year 1971, X1 y| ¢ d The method of obtaining a ternary series using this
procedure might be useful in many situations, since a small change in sales value might be

insignificant in many situation3his procedurés moreusefulthan the previous one.
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3.7 Mining icebergs in timestamped databases

Let there aren items in time databases. For each item in time databases there exists a time
stamped series containikglata. In this section we are interested in identifying icebergs in each

time-stampé series.

For mining icebergs in time databases, we make use of an existing frequent itemset mining
algorithm (Agrawalk Srikant, 1994; Han et al., 2000). For the requirement of proposed problem
one needs to mine the frequencies of each item in thee databases. Based on the discussion
held in previous sections, we design an algorithm for mining icebergs in time databases. Let
andk be the number of items in time databases and the number of time databases, respectively.
In this algorithm, we use avb-dimensional array for storing frequencies of all items in time
databased- consists oh rows andk + 1 columns. The first column contains the items in time
databases. For exampk(j)(1) contains thé-th item in time databaselss 1, n2Thei-th,
row of F containsi-th item and its frequencies ktime databases. For examp#i)(j) contains
the frequency of-th item in { T 1)-th databasej = 2 , k381, Thérefore, we need to check
the existence of a generalized notch using/éiiees in the columns from 2 kot 1.

For the purpose of computing interestingness of a generalized notch, we determine the change
of sales of a local minimum (maximum) with respect to its previous and next local maximum
(minimum). During the processf mining icebergs, the generalized notches are kept in &ixay
A generalized notch can be described by the following attriblgtsyear (eftYeal, right year

(rightYeay), item(item), year of occurrenceéar, type of generalized notckype, change of
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sales at thgrearof occurrence with respect to the previous local extremaftHgighy, change
of sales at thgearof occurrence with respect to the next loegremum fightHeigh?), width of

generalized notchw(dth) and the sales at the year of occurrer&mle§. The goal of the
proposed algorithm ito find all the interesting icebergs for each item in time databases.

algorithm is given as follows.

Algorithm 1. Mine icebergs in timstamped databases.
procedure Minelceberggk, F, a, b)

Inputs k, F, a, b

k: number of yearly databases

F: array of frequencies of iteniis yearlydatabases

a: userdefined threshold of height of a generalized notch

b: userdefined threshold of width of a generalized notch
Outputs

Interesting icebergs in time databases

01: letindex= 1;

02: for i =1 tondo

03: letj=2;letleft= 2;let flat = false;let prevDown= false;let prevUp= false;
04: while not end of the sales series correspondingttoitemdo

05: if there is a downward trerathd prevUpis falsethen
06: find mid, leftWidth let prevDown= true;

07: computdeftHeight go to04;
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08:

09:

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

end if {05}
if there is an upward trerahd prevDownis truethen
find left, mid right, leftwidth rightWidth let prevDown= false;
let leftHeight= rightHeight
computaghtHeight
GN(indeX.type= down go to 30;
end if {09}
if there is an upward trerahd prevDownis falsethen
let prevUp= true; findmid, leftWidth
computeeftHeight go to 04;
end if {15}
if there is a downward trerahd prevUpis truethen
find left, mid right, leftWidth rightWidth
let prevUp= false;let prevDown= true;
let leftHeight = rightHeight
computeghtHeight
GN(indeX.type= up; go to30;

end if {19}
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26: if the sales of thpth and {+1)-th year remain santben

27: findeft; let flat = true;let prevDown= false;let prevUp= false;
28: go to 04,

29: end if

30: if flat is falsethen

31: computeheightas defined in Definitin 5;

32: if the current generalized notch satisfies the criteaad b then
33: store it iIGN(indeX); increasendexby 1;

34: end if

35: if the current generalized notch is downwtren

36: let prevDown= false;let prevUp= true;

37: else ifthe current generalized notch is upwtren

38: let prevDown= true;let prevUp= false;

39: end if

40: end if {35}

41: endif {30}
42: end while{04}

43: end for {02}
44: display icebergs froBN;

end procedure
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The lines 243 are repeated for each item in time databases. In each repdhiBointeresting
icebergs corresponding to an item are identified. The variatixis used to index arra@N.
The variablg is used to keep track of current sales data of the item under consideration. The
starting value of is 2, since the sales dafor the first year of an item is kept staring from
column number 2 of arraly. We use three Boolean variables vfiat, prevUpand prevDown
While identifying downward (or, upward) generalized notches, we first go through its left leg of
a generalizedhotch. After reaching its minimum / maximum value, if the next point also attains
the same value theiat becomes true. The width of a generalized notch is determined by the
following years: left yearl¢ft), middle yearrhid), and right yearr{ght). Accordingly, the width
of a generalized notch has two components: left wikdtt\{idth and right width ightwidth).
After identifying the left leg of a downward (or, upward) generalized ngicévDown (or,
prevUp becomes true. After storing the detailstbe current generalized notéhdex gets
increased by 1 (line 33). We identify generalized notches for each item in time databases. For
this purpose, we introduce a flmop at line 02 which ends at line 43. Some lines, e.g. lines 40,
41, 42, 43, are erd with a number enclosed in curly brackets, to mark the ends of composite
statement starting with the line number kept in curly bracket.

Lines 2 and 4 repeat fon and k times respectivelyln other words, the sales series
corresponding to each iterm processed for identifying icebergdiug, the time complexity of

lines 43 isO(n 3 k). Again, the time complexity of line 44 can not be more B&m® k), since

the number of interesting icebergs is always lessnifak
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Theorem 1.Corectness of th®linelcebergsalgorithm.

Proof: Consider that there are items in k time-stamped databases. Each sales series is
processed using lines4B. For the purpose of mining imésting icebergs, each sales series is
checked completely by applying a whitiop shown in lines 412. A sales series can start with

one of the following three ways: (a) showing a downward trend, (b) showing an upward trend (c)
remained at a constant lévéhe algorithm handles each of these cases separately.

Case (a) has been checked at the line numbered as 05. Once a downward trend changes we again
go back to whildoop at line 04 for finding one of the following two possibilities: an upward

trend anda constant sales.

Case (b) has been checked at the line number 15. Once the upward trend changes we again go
back to whileloop at line 04 for finding one of the following two possibilities: a downward trend

and a constant sales.

Case (c) has been chedkat the line number 26. Once the flatness changes we again go back to
while-loop at line 04 for finding one of the following two possibilities: a downward trend and an
upward trend.

Once the left leg of a downward generalized notch is detected in li8est$ right leg is
detected in lines-24. When the left leg of an upward generalized notch is detected in lines 15

18, its right leg is detected in lines-29. After detecting a generalized notch at lines 13 and 24,

we go to line 30 for detecting itaterestingness and-neitializing required Boolean variables.

Thus, the above algorithm considers all the possibilities that would arise in each sales series.
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3.8 Expemmental studies

We have carried out several experiments for mining generalized notches in different databases.
All the experimentsare performedn a 1.6 GHz Pentium IV with 256 MB of memory using
visual C++ (version 6.0) software. We present experimeesailts using four real databases and
two synthetic databases. The databaseshroom retail (Frequent itemset mining dataset
repository)ecoli and BMSWebViewlare realworld databases. The real databaB&SWeb
Wiewl can be found from KDD CUP 2000 r@guent itemset mining dataset repository).
Databaseecoli is a subset ofecoli database(UCI ML repository) The synthetic dataset
T1014D100Kwas generated using the generator from the IBM Almaden Quest research group.
Random68 is also a synthetic datadm and has been generated for the purpose of conducting
experiments. The characteristics of these databases are given in Tabl&ée3density i.e.
ALT/NI, of mushroom ecoli, random68, retail, BMSWebViewl, and T1014D100Kare 0.2,

0.07, 0.08, 0.0013, 0.0003and 0.013respectively.

Table 3.1Database characteristics

Database NT ALT AFI NI
mushroom(M) 8124 24.000 1624.800, 120
ecoli (E) 336 7.000 25.835 91
random68 (R) 3000 5.460 280.985 68
retail (RY) 88,162 11.306 99.674 | 10,000
BMSWebViewl 1,49,639 2.000 44.575 6714
T1014D100K 1,00,000 11.102 1276.124| 870

The symbols used in Tables 3.1 and 3.2 have following meddiigT, ALT, AFl,andNI



68

denote database, the number of transactions, average length of a transaction, average frequency
of an item, and number of items, respectively.

The databasenushroomecoli, random68 andretail have been divided into 10 sdatabases,
called yedy databases, for the purpose of conducting experiments. The datdblelSes
WebViewl andT1014D100Khave been divided into 20 databases. The databases obtained from
mushroom ecoli, random68 and retail are named aM;, E, R, andRt, i = 0, 1,e é, 9.
databases obtained froBMSWebViewl andT1014D100Kare named aB; andT;,i= 0, 1, €,
19. We present some characteristics of the input databases in Table 3.2.

I n Table 3. 3, 3. 4, 3.5 and 3.6 we uUbavaendr ep |
downwar d generdal masarabmtheretace many gemshaving high frequency
as it is relatively dense. Also, we get many generalized notches having relatively large height as
shown in Table 3.3. On the other hand, the item®tail is sonewhat skewed in the sense that
some generalized notches for few items have large height. But, the iteamslom68 andecoli
have got more or less uniform distribution. Many generalized notches in these two databases
have similar height. Unlikenushroomandretail, ecoli andrandom68 are smaller in size and
contain items with lesser variations. In these two databases the makiengimts are 13 and 30,
respectively. With respect to width of a generalized notch, we have got similar charactémistics.
mushroomandretail the generalized notches are wider than that of other two databases. These
facts are quite natural, sinceushroomand retail are bigger thamandom68 and ecoli. The
variation of sales over the years for an itermunshroomandretail is higher. Also, we observe
that many upward generalized notch is followed by a downward generalized notch and vice

versa.
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A

This is because of the fact that two consecudivef f er ent types (a O0ud typ

or a 0do6 type followed by an 6ubd type) gener &
Oud type generalized notch at year 4 is follo
116 in mushroom Similarly, a 06do6 type generalized n

generalized notch at year 7, for item QGegoli. Also, we observe that some items have both long
height and long width. For example, item 56 has height 796 and widthe®e Malues are
significantly high as compare to other items in the time databases. Also, this is true for item 67.
In BMSWebViewl database item833469 and 110877 have maximum variation. Therefore,
only these two items are appearing among top ten gereztahotches and their heights vary
from 344 to 506. Similarly, items 966, 998 and 419 1®I4D100Kshare common legs and they
have more variations. From Table 3.6 one could conclude that generalized notches are sharper in
BMSWebViewl as compared t6104D100K Somemoreobservations are madem Tables

3.3 and 3.5In mushroomitems 56 {5(810}, 67{6(103)} and 94{5(22)} satisfy usdefined
thresholdat U= 300 andb = 4. Sq, these items appear in both the tables. Siiteof mushroom

is more, the height and width of generalized notches very large as compare to thresholds.
Similarly, four generalized notches for items 42, 85 41are common foecdi database.In
randon68 only item 18 satisfies both the thresholBsom Tables 3.4 and 3.6 one could notice
thatretail does not have any common item and items 41, O aiévi8g more variation in sales.

Like retail, in BMSWebViewland T1014D100Kdifferent items appear in both the tables. From
the experimental results we could conclude that items having maximum variations over many
consecutive years will appear in both the tabldse highest widthof generalized notcl(10)

appears foBMSWebViewland lowest (4) appears gcoli.
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Table 3.2Characteristics of time databases

D NT ALT AFI NI D NT ALT AFI NI
Mo 812 24.000 | 295.273| 66 |Ms | 812 | 24.000 | 221.454 88
M1 812 24.000 | 286.588 | 68 | Mg | 812 | 24.000 | 216.533 90
M, 812 24.000 | 249.846| 78 |[M; | 812 | 24.000 | 191.059 102
Ms 812 24.000 | 282.435| 69 | Mg | 812 | 24.000 | 229.271 85
M4 812 24.000 | 259.840| 75 |[My | 816 | 24.000 | 227.721 86
Eo 33 7.000 4.620 50 | Es | 33 7.000 3.915 s
= 33 7.000 5.133 45 | Es | 33 7.000 3.500 66
E> 33 7.000 5.500 42 | E; | 33 7.000 3.915 59
Es 33 7.000 4.812 48 | Eg | 33 7.000 3.397 68
E4 33 7.000 3.397 68 | BEo | 39 7.000 4.550 60
Ro 300 5.590 | 28.677| 68 | Rs | 300 | 5.140 26.677 68
Ry 300 5417 | 28.000 | 68 | Rs | 300 | 5.510 28.353 68
R> 300 5.360 | 27.647 | 68 | R, | 300 | 5.497 28.338 68
Rs 300 5.543 | 28456 | 68 | Rg | 300 | 5.537 28.471 68
R4 300 5533 | 28.382 | 68 | Ry | 300 | 5.477 28.235 68
Rt 9000 | 11.244 | 12.070 | 8384 | Rt | 9000 | 10.856 16.710 5847
Rt 9000 | 11.209 | 12.265 | 8225 | Rtg | 9000 | 11.200 17.416 5788
Rt 9000 | 11.337 | 14.597 | 6990 | Rtz | 9000 | 11.155 17.346 5788
Rt 9000 | 11.490 | 16.663 | 6206 | Rg | 9000 | 11.997| 18.690 5777
Rt 9000 | 10.957 | 16.039 | 6148 | R | 7162 | 11.692| 15.348 5456
Bo 7482 2.000 5.016 | 2983 | Byp | 7482 | 2.000 4.573 3272
B1 7482 2.000 4.494 | 3330 Byy | 7482 | 2.000 4.895 3057
B, 7482 2.000 5.782 | 2588 | Bip | 7482 | 2.000 4.636 3228
Bs 7482 2.000 4.359 | 3433 | By3 | 7482 | 2.000 4.805 3114
B4 7482 2.000 4.228 | 3539 | Bi4 | 7482 | 2.000 4.192 3570
Bs 7482 2.000 4194 | 3568 | Bys | 7482 | 2.000 4.656 3214
Be 7482 2.000 3.786 | 3952 | By | 7482 | 2.000 5.379 2782
B7 7482 2.000 3.477 | 4304 | By7 | 7482 | 2.000 4.863 3077
Bs 7482 2.000 4.168 | 3590 | Byg | 7482 | 2.000 4.654 3215
Bo 7482 2.000 4.365 | 3428 | Big | 7481 | 2.000 4.953 3021
To 5000 | 11.123 | 64.968 | 856 | T | 5000 | 11.113| 64.913 856
Ty 5000 | 10.987 | 63.880 | 860 | T;; | 5000 | 11.165| 64.988 859
T, 5000 | 11.189 | 65.128 | 859 | T1» | 5000 | 11.127| 64.617 861
T3 5000 | 11.078 | 64.330 | 861 | T;3 | 5000 | 11.089| 64.694 857
Ty 5000 | 11.003 | 63.895 | 861 | T14 | 5000 | 11.169| 65.088 858
Ts 5000 | 11.131 | 64.867 | 858 | T15 | 5000 | 11.028| 64.338 857
Te 5000 | 11.171 | 64.645 | 864 | Tie | 5000 | 11.132| 64.795 859
T7 5000 | 11.075 | 64.764 | 855 | T17 | 5000 | 11.031| 64.661 853
Ts 5000 | 11.123 | 65.121 | 854 | T1g | 5000 | 11.072| 64.374 860
Ty 5000 | 11.151 | 64.755 | 861 | T19 | 5000 | 11.090 64.856 855
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Table 3.3Top 10 generalized notchesM) E andR databases (according to height)

M(a)atb = 4 E(a)atb = 2 R(a)atb = 3
item (Zglae rs) type | height | item (gglaers) type | height| item (g:Iae rs) type| height
116 | 4(1489)| u 1344 | 42 2(14) u 13 48 | 4(48) | u 30
116 | 7(353) | d 1136 | 42 6(1) d 13 48 | 5(18) | d 30
114 | 2(1131)| wu 1062 | 35 6(0) d 12 27 | 5(19) | d 26
114 | 4(69) d 1062 0 6(10) d 10 27 | 8(45) | u 26
56 | 5(810) | u 796 0 7(20) u 10 36 | 6(39) | u 26
56 9(14) d 796 39 4(11) u 10 36 | 8(13) | d 26
67 | 6(103) | d 704 39 6(1) d 10 18 | 8(21) | d 25
94 5(2) d 650 41 3(11) u 10 3 | 5(41) | u 24
94 | 9(652) | u 650 41 6(1) d 10 3 | 717 | d 24
1 3(69) d 644 34 2(2) d 9 36 | 2(41) | u 23

Table 3.4Top 10 generalized notchesRt B andT databases (according to height)

Rt(a)atb = 2 B(a)atb = 3 T(a)atb = 2
tem | Loies) YIRS item Qales)| DPE "R | item Qales) té/ e
41 | 4(2617)| u | 2617| 333469 | 9(582)| u | 506 | 966 | 4(297) | d | 122
41 | 9(2355)| u | 2355| 333460 | 12(76)| d | 506 | 966 | 6(419) | u | 122
0 | 2(2331)| d | 1315| 333469 | 4(151)| d | 388 | 998 | 2(346) | u | 103
48 | 9(4544)| u | 932 | 333469 | 6(539)| u | 388 | 998 | 6(243) | d | 103
48 | 4(4704)| u | 711 | 333449 9(474)| u | 379 | 966 | 8(395) | u | 93
0 | 3(2403)| u | 609 | 333449 | 11(95)| d | 379 | 966 | 10(302) | d | 93
0 | 4(1794)| d | 609 | 333449 | 4(148)| d | 372 | 829 | 16(431) | u| 90
0 | 7(1619)| u | 571 | 333449 | 6(520)| u | 372 | 966 | 11(389) | u | 87
8978| 2(556) | u | 556 | 110877 | 5(353)| u | 344 | 419 | 4(179) | d | 85
0 | 5(2089)| u | 512 | 110877| 10(9) | d | 344 | 419 | 6(264) | u | 85
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Table 3.5Top 10 generalized notches in different databases (accordiidtty at a givera

M (b) ata =300 E(b)ata=2 R(b)ata=5
item (g:IZs) type (\ZIA'[Ill’] item (Zzlae rS) type Wr']dt item (Z:Iae rs) type | width
56 | 5(810) u 8 35 6(0) d 6 1 519) | d 6
11 | 4(427) u 7 42 6(1) d 6 11 | 8(21) | d 6
13 6(39) d 7 33 7(1) d 5 43 | 5(36) u 6
16 | 5(361) u 7 41 | 3(11) u 5 6 3(32) u 5
67 | 6(103) | d 7 42 | 2(14) u 5 11 | 4(32) u 5
94 5(2) d 7 49 6(1) d 5 18 | 8(21) | d 5
98 | 2(404) u 7 52 4(1) d 5 47 | 5(31) u 5
11 8(32) d 6 40 4(8) u 4 50 | 4(18) | d 5
52 | 6(703) u 6 45 2(8) u 4 50 | 8(35) u 5
53 | 6(109) | d 6 45 5(1) d 4 53 | 6(40) u 5

Table 3.6Top 10 generalizedotches in different databases (accordingitith) at a givera

Rt(b) ata= 20 B (b) ata=50 T(b)ata=5
wi .
item | Y typ dt item Yealr | e | et item year | typ width
(sales)| e h (sales) | e h (sales) | e
9823 | 7(30) | u | 9 | 112551 | 9(6) d 10 | 673 | 8(71) d 8
2046 | 4(133)| u | 8 | 335213 | 10(4) d 10 | 651 | 11(82) | u 8
3321 | 7(24) | u | 8 | 112339 | 5(224) | u 9 524 | 4(29) u 8
411 | 4(32) | u | 8 | 335185 | 4(130) | u 9 283 | 15(229) | u 7
3121 | 4(0) d | 8 | 112407 | 5(107) | u 9 487 | 15(139)| d 7
2919 | 6(32) | u | 8 | 335181 | 5(54) u 9 336 | 13(42) | d 7
103 | 7(267)| u | 7 | 335213 | 5(54) u 9 523 | 11(117)| u 7
855 | 3(118)| u | 7 | 335177 | 5(51) u 9 658 | 14(88) | d 7
1659 | 3(116)| u | 7 | 110877 | 5(353) | u 8 733 | 16(63) | u 7
976 | 6(55) | d | 7 | 110315| 11(310)| u 8 807 | 10(29) | u 7

We have also noticed that from the ab@ableshigher frequency isales indicate upward notch

otherwise downward.



73

We have also reported execution time with respect to the number of data sdleadsserve in
Figures 3.2, 3.3, 3.4, 3.5, 3.6 aBd that the execution time increasiegarly as the number of
databases increaseghe size of each input database generated frarmhroom retail, BMS
WebViewl and T1014D100K are significantly larger than that efcoli and random68. The
density of tlese two databases are also same. As a result we olseila type of graphs in
Figures 3.3 and 3.4Ve have fixeda and b for ecoli and random68 at lower level, since
variation of frequencies of an item is lesdarboth the casesavhaveobservedexecution time
increased$inealy with the increase of number of databases.

We observe that the execution timerefail (Figure 3.5)is significantly larger than other
databases, since each of the time databases is comparativelyatadgbe number dtems are
highest among all datasets Figure 36 and 37 we have considered samn@eand b for BMS
WebViewl and T10l14D100K respectively. But execution time ofBMSWebViewl is
significantly larger than the one reported Tdi014D100Kas the number of ites more than that

of T1014D100K
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Figure 3.2Execution time versus the number of databasesliroomat a = 50,6 = 3)
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We analysed the nature of graphs by varying-specifieda and b and the number of icebergs

in Figures 3.83.19.
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In figuresit is shown how the number of interesting icebergs decreases with respect to the
increase of the values af and 6. In mushroomALT and AFI are higher as compared to other
databasesTherefore, v start changing the valuasproceeding from 100 (Figure 3.8). Initia

in all the casethe number of icebergs decreases significantly. Afterwards, the decrease is not so
significant. For higher values ofa and b very few icebergs are extracteBelecting the
appropriatea and 6 are crucial, since lessarand b generatéoo many icebergs and vice versa.
This means that the time cost for miniegbergss increased asebergincreases. Therefore, it

is important to specify the appropriadendb in order to reduce theumber oficebergs
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ALT is smaller forecoli andrandom68. As a result, tb height of an iceberg remains smaller.
We starta from 2 and 5 forecoli andrandom68, respectively (Figures 3.10 and 3.12). We do

not obtain any interesting icebergs for the widthatggethan or equal to 7.
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Figure 3.10Number of interesting icebergs versus heightfor ecoli (b = 2)
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RetailandBMSWebViewl datasets show the similar characteristics for number of interesting

icebergs (Figures 3.14, 3.16 and Figurd$33.17)
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Figure 3.14Numberof interesting icebergs versus heighj for retail (b= 2)
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Figure 3.15Number of interesting icebergs versus widihfor retail (a = 20)

300 ]
250 _\\
200 \
100
50 \W .
O T T e B i B B B B B m g e

Number of iceberg

Figure 3.16Numberof interesting icebergs versus heigh) for BMSWebViewl (b = 4)
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3.9 Conclusion

The study of temporal patterns in tire@mped databases is an important issue. Many interesting
patterns have been discovered in transactional as wielltiase series databases. In this chapter,

we have proposed definitions of different patterns in t&ta@nped databases. First, we have
introduced the notion of notch in a sales series of an item. Based on this pattern, we have
introduced two more patterng., generalized notch and iceberg notch, in sales series of an item.
Iceberg notch represents a special sales pattern of an item over time. It could be considered as an
exceptional pattern in timstamped databaseSimilar to cebergssome extreme pigrnscould

also bedefinad from other typsof data such as rainfall data and cpopductiondata

The investigations of such patterns could be important to understand the purchasing behaviour
of customersThey alsaaid inidentifying the reasons fesuchbehavior with the help of domain
knowledge.We have designed an algorithm to extract icebergs indtamped databases and

presented experimental results for re@krld and synthetic timstamped databases.
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Chapter 4

|dentifying Calendabased Periodic Patterns
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4.1 Introduction

A large amouh of data being collected every day has a temporal connotation. For example,
databases originate from transactions in a supermarket, logs in a network, transactions in a bank,
and events related to manufacturing industry are all inherently related toDiatee.mining
techniques could also be applied to these databases to discover various temporal patterns to
understand the behavior of customers, markets, or monitored processes in different points of
time. Temporal data mining is concerned with the analgéedata to find out patterns and
regularities from a set of temporal data. In this context sequential association rule (Agrawal &
Srikant, 1995), periodical association rule (Li & Deogun, 2005), calendar association rule (Li et
al., 2003) calendarased priodic pattern (Mahanta et al., 2008) anetojolate pattern (Hong et
al., 2009) are some interesting temporal patterns reported in the recent time.

For effective management of business activities, we often wish to discover knowledge from
time-stampeddata. There are several important aspects of mining -staeped data including
trend analysis, similarity search, forecasting and mining of sequential and periodic phttarns.
database from a retail storégetsales of ice cream in summer and thessalélanket in winter
should be higher than those of the other seasons. Such seasonal behaviour of specific items can
only be discovered when a proper window size is chosen for the data mining process (Roddick &
Spiliopoulou, 2002). A supermarket manageay discover that turkey and pumpkin pie are
frequently sold in together in November in every year. Discovering such patterns may reveal
interesting information that can be used for understanding the behaviour of customers, markets
or monitored processes idifferent time periods. However, these types of seasonal patterns

cannot be discovered by traditional A@mporal data mining approaches that treat all the data as



83

one lage segment with no attention paid to utilizing the time information of the transactions. If
one looks into the entire dataset rather than the transactions that occur in November, it is likely
that one will not be able to discover the pattern of turkey @mdpkin pie since the overall
support for them will be evidently lovin general, a timstamped database might exhibit some
periodic behaviours. Length of a period might vary from one context to another context. For
example, in case of sales of ice credine basic time interval could be of three months, since in
many regions March, April and May together is considered as summer. Also, in case of sales of
blanket, the basic time interval could be considered from November to February in every year. In
addtion, in many business applications, one might be interested in quarterly patterns over the
years, where length of the period is equal to three months. A large amount of data is collected
every day in the form of event time sequences. These sequenceduatde/sources to analyze
not only the frequencies of certain events, but also the patterns with which these events happen.
For example, from data consisting of web clicks one may discover that a large number of web
browsers who visitvww.washingtonpostoen in morning hours also visivww.cnn.comusing
such information ne can group users as daily morning users, daily evening users, weekly users
etc. This information might be useful for communicating to the u3emsporal patterns in the
stock market, sth as whether certain months, days of the week, time periods or holidays provide
better returns than other time periods have received particularly a large amount of attention. Due
to the presence of various types of applications in many fields, perioti@rpanining is an
interesting area of study.

Mahanta et al. (2008) used set superimposif@aruah, 1999)o find the membership value of

each fuzzy intervallhe concept of setuperimpositionis defined as followslf set Ais
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superimposed over sBtor setB is superimposed over satthen set superimposition operation
can be expressed ds(S B= (AT B) (+) (A ﬁEB)(z) (+) BT A), where § denotes tha set

superimposition operation. Here (CEB)(Z) are the elements ¢A A B) represented twice and

(+) represents union of disjoint set8uthors have also designed an algorithm for mining
calendatbased periodic pattertwhile applying this concept autf® have assumenhtervals

with equal membership gradand accordingly the concept of certainty factor has been proposed
for each subinterval. Certainty factor of an interval over different time periods expresses the
likelihood of reporting the pattern ithat particular interval. If two intervals overlap then the
certainty factor is more for the overlapped region than theowerapped region. When two
intervals are superimposed, authors have assumed 1/2 memlggeshifor each interval. After
superimpsition, the fuzzy membership value for the overlapped region becomes 1. The fuzzy
membership value for neoverlapped region remains 1/2. But these two intervals may have
different supports of the pattern. The certainty factor and support of a patemnriterval are

two different concepts. For better analysis of overlapped regions, these two concepts need to be
introduced along with the overlapped region. Thus, in this chapter we propose an extended
analysis of superimposed intervals. The main weaktpiitheaforementioned papé¢Mahanta

et al., 2008)s that the concept of set superimposition is not necessary in the proposed algorithm.
Therefore, we have proposed an algorithm to identify full / partial caldrvatsad periodic
patterns. We have alsmproved our algorithm by introducing a hash based data structure for
storing relevant information associated with intervals. In addition, we have suggested some other

improvements in the proposed algoritiBefore concluding this section, we take an exianop
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a timestamped database that will be used for providing illustrative examples on various
concepts.
Example 1. Consider the following databade of transactions. Eachecord contains items

purchased as well as the date of the transaction.

Table 4.1A sample timestamped database

time-stamp | items | time-stamp items time-stamp| items

29/03/1990| a, b, c | 07/04/1992 | a,c, e, g, h | 17/04/1993| 4, c, f

06/04/1990| a, c, e | 12/04/192 |c,e 06/04/1994| a, b, c,d
21/04/1990| a, d 14/04/1992 | c, e, f 10/04/1994| g, h
25/04/1990| a, ¢, d | 19/04/1992 | f, g 13/04/1994| a, g
06/03/1991| a, c 04/03/1993 | a, c 18/04/1994| g, h, i
12/03/1991| a, ¢, e | 09/03/1993 | a, ¢, g 20/04/1994| a, c, ¢, f

19/04/191 |f, g 01/04/1993 | c, h, i
03/03/1992| a, ¢, d | 07/04/1993 | c, d

We have omitted the time of a transaction, since our data analysis is not associated with the time
component of a transaction. We will refer to this database from time to time for {hesewof
illustrating various concepts.

Rest of the chapter is organized as follows. We discuss related work in Section 4.2. In Section
4.3, we have discussed calenased periodic patterns and proposed an extended certainty
factor of an interval. We & designed an algorithm for identifying calenrtiased periodic
patterns in Section 4.4. Experimental results are provided in Section 4.5. We conclude the

chapter in Section 4.6.
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4.2 Related work

A calendar time expression is composed of calendar units in a specific calendar and represents
different time features, such as an absolute time interval and a periodic time over a specific time
period.A calendafbased periodic patn is associated with time hierarchy for calendar yéars.

this chapter we have dealt with calendar dates over the years.

Verma et al. (2005) have proposed an algorithfiviide, where a header table H is created
separately for each intervalaéh freqent item entry has three fields viz., an iteima support
count and a hypdmk.

Lee et al. (2008) have proposed two data mining systems for discovering fuzzy temporal
association rules and fuzzy periodic association rules. The mined patternprassed in fuzzy
temporal and periodic association rules that satisfy the temporal requirements specified by the
user. In the proposed algorithm the mined patterns are dependent on user inputs such as
maximum gap between two intervals and minimum lengémdhterval.

Li et al. (2001) proposed two classes of temporal association rules, temporal association rules
with respect to precise match and temporal association rules with respect to fuzzy match, to
represent regular association rules along withr ttemporal patternsA similar work was
reported by Zimbrao et al. (2002). Authors incorporate multiple granularities of time intervals
from which both cyclic and usetefined calendar patterns can be achieved. Ale and Rossi (2000)
proposed an algorithnotdiscover temporal association rules. In this algorithm support of an
item is calculated only during its lifespan.

Wenpo and Guanling (2006) have proposed a technique for mining partial multiple periodic

patterns without redundant rules. Without minewgry period, authors checked the necessary
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period and used this information to do further mining. Instead of considering the whole database,
the information needed for mimg partial periodic patterns is transformed into a bit vector that
can be stored in a main memory. This approach needs to scan the database at most two times.
the context of support definitidkempe et al. (2008) have proposed a new support definitain t
counts the number of pattern instances, handles multiple instances of a pattern within one
interval sequence and allows time constraints on a pattern instance.

Lee et al. (2008) haveroposed a new temporal data mining technique that can extract
tempor al i nterval relation rules from tempor al
1983). Authors designed a preprocessing algorithm for generalization of temporal interval data.
Also, authors have proposed an algorithm for discovering a temptealal relation.

Ozden et al. (1998) proposed a method of finding patterns having periodic nature where the
period has to be specified by the user. Han et al. (188@psed several algorithms for mining
partial periodic patterns by exploring someeresting properties such as the apriori property and
the maxsubpattern hit set property by shared mining of multiple peri@us. approach is
different from the methods described above. In our algorithm we consider thstéimps as a

hierarchical d&a structure and then extract periodic patterns for the different levels of hierarchy.
4.3 Calendabased periodic patterns

In Sections 4.1 and 4.2, we have presented some important applications of eadesedar
periodic patterns. A calendbased periodi pattern is dependent on the schema of a calendar.
There are various ways one could define the schema of a calendar. We assume that the schema of
the calendabased pattern is based on day, month and ydw®e.c@lendar patterns based on a
schema are notsolated, but related to each oth&his schema is also useful to determine
weekly-based pattern, since first seven days of any month correspond to the first week, days 8

tol4 of any month correspond to the second week, and so on. Thus, one can haviggesera
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of calendatbased periodic patterns viz., daily, weekly, monthly and yeBdged on a schema,
some examples of calendar patterns are given as follows: every dagyuzfry, 1999; every 16

th day ofJanuary in each year; second week of every mokglain, each of these periodic
patterns could be of two types viz., partially periodic pattern and full periodic pattern. A problem
related to periodicity could be of finuj patterns occurring at regular time intervals. This
concept emphasizes on two aspects viz., pattern and interval.

A calendar pattern refers to a market cycle that repeats periodically on a consistent basis.
Seasonality could be a major force in thekegplace. While calendar patterns are based on a
framework of multiple time granularities viz., day, month and year, but the periodic patterns are
defined in term of a single granularityhdse patterns are dependent on the lifespan of an item in
a datalhse. Lifespan of an itenx)(is a pair X, [t1, t2]), wheret; andt, denote the time that the
item x appears in the database for the first time and last time, respecfihayproblem of
periodic pattern mining can be categorized into two types. Ondlipdriodic pattern mining,
where every point in time granularity contributes to a cyclic behavior of the pattern. The other
and more general one is called partial periodic pattern mining, which specifies the behavior of
the pattern at some but not allips of time granularity in the database. Partial periodicity is a
looser form of periodicity than full periodicity and it also occurs more commonly in the real
world. A pattern is associated with a real numbe(0 <m < 1), called match ratio i et al.

2003) that reveals a pattern holds with respect to fuzzy match satisfying at lea% d0@he
time intervals. Match ratiess an important measure which determines whether a calbadad
pattern could be full periodic or partial periodic. When the medtb is equal to 1 then it is a

full periodic pattern. In case of partial periodic pattern the match ratio lies between 0 and 1.
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While finding yearly periodic patterndahanta et al. (2008) have proposed match ratio in
somewhat a different way. Authors have proposed match ratio as the number of intervals is
divided by number of years in the lifespan of the pattern. It might be difficult to work with this
definition, sincea mining algorithm returns itemsets and their intervals. A mining algorithm
might not be concerned with reporting the first and last appearances of an itemset. Therefore, we
will follow the definition proposed by Li et al. (2003).

We have discussed the ampt of certainty factor in Section 4.1. Also we have noticed that the
analysis of overlapped region using certainty factor might not be sufficient. Therefore, we
propose an extension to it.

4.3.1 Overlapped intervals

In this chapter we deal witbverlapped intervals in different context®t us consider that and

Bare two overlapping interval s AleB $983aned¢anyi ng
have the following relationships betweérand B: A beforeB, A meetsB, A overlapsB, A is-
finishedby B, A containsB, A is-startedby B and A equalsB. Similarly there exists inverse

relations fromB to A. These relationships are pair wise different and are illustrated in Figure 4.1.

A ponfains B A 1z started by B & iz fivished by B A egnualzs B L overlaps B

(@) (b) (€) (d) (€)

Figure 4.1 Different types of overlapped intervals
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For finding calendabased yearly patterns, each of the two intervals in Figure 4.1(a) corresponds
to the same year. In the wider interdala certain patterX is frequent, whereas another pattern

Y is frequent in narrower intervd. We may be interested whether a higlesel patternXY is
frequent in the intersection of intervalsand B. For analyzing a calendbdased yearly pattern

using the concept of certainty factor, we require multiple intervals where the pattern is frequent
in different years. In this case each imtdrcorresponds to a year. Thus, for a particular pattern
there are multiple intervals. From the perspective the lifespan of the yearly pattern, these
intervals might overlap. Thus, the concept of certainty factor is also associated with overlapped
intervds.

4.3.2 Extending certainty factor

The concept of certainty factor is based on the concept of set superimposition. If we are
interested in yearly patterns, during the analysis of superimposed intervals the year component is
ignored. We explain here thercept of set superimposition using the following example.

Example 2. Consider the database of Example 1. ltemsetc} is present in 3 out of 4
transactions in the interval29/03/1990- 25/04/1990]. Also{a, c} is present in 2 out of 3
transactionsn the intervaland [06/03/199% 19/04/1991]. Thereford,a, ¢} is frequent in these
intervals at minimum support level 0.66. These two intervals are being superimposed where each
of these intervals has fuzzy set membership valuerb overlapped arez these two intervals

is [29/03 - 19/04]. Based on the concept of set superimpositionjtemset reported in a non
overlapped region has the fuzzy set membership valueBLiZ.an itemset reported in the

overlapped interval9/03- 19/04] has fuzzy setnembership value 1/2 + 1/2 = 1.
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For the purpose of mining periodic patterns, Mahanta et al. (2008) have proposed certainty
factor. It is based on a set of overlapped wdky corresponding to a pattern occurring on a
periodic basis. For example, one might be interested in identifying yearly periodic patterns in a
database. Authors have considered all the intervals havingl egembershipgrade For
example, ifn intervalsare superimposed then every interval hasetjual membership gradad

in an overlapped area the membership value will be adideslcertainty of the pattern in the
overlapped subinterval is more than the certainty in the other subintervdls, tgband [, t 2p

be two overlapped intervals where a pattérgets reported with certainty value 1/2. When the
two intervals are superimposed the certainty factob§ agsociated with the various subintervals

are given as follows:

[t t B2(S) [ta, t 2B = [ta, t2)* [, t 1 (t 100 2P é6(1)

The notion of certainty factor seems to be an important contribution made by the authors. It
represents the certainty of reporting a patieran interval by considering a sequence of periods.

For example, we might be interested in knowing the certainty of pdi#eig} in the month of

April with respect to the database in Example 1. It is an important statistical evidence of a pattern
in aninterval over a sequence of years (periods). For example, one could say that the evidence of
the patterq a, ¢} is certain in the month of April when the years viz., 1990, 1991, 1992 and 1993
are considered. But the concept of certainty factor does neégdhe information regarding the
frequency of a pattern in an overlapped region. In addition, it gives equal importance to all the
intervals by considering them as eduizzy intervals. From the perspective of the evidence of a

pattern, such assumptionght be realistic. But from the perspective of the depth of evidence,
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such concept might not be sufficient. Thus, we propose an extension to the concept of certainty
factor. In the proposed extension, we incorporate the information regarding support of a pattern
in an interval. There are many ways one could keep the information regarding support. In
Example 1, there are four overlapping intervals corresponding to the datfein There exists
a region where all the intervals are overlapped. On the contrary, some regions may not be
overlapped at all. Apart from the certainty factor of a region, one could also keep the support
information of the pattern in that interval. Irergeral, a region could be overlapped ddy
intervals. Let there are besupports of a pattern correspondingntimtervals. Then the question
comes to our mind, how to keep the support information of the pattem ifdervals. The
answer to this questn might not be agreeable to all. One might be interested in keeping the
average support of the pattern along with the certainty factor for that interval. Some of us might
be interested in keeping information regarding the minimum and maximunsugipors. In an
extreme case, one might be interested in keeping afl supports of the pattern corresponding
to n intervals. Let us consider that we are interested in yearly pattern. Let ttspdifieof a
pattern be forty years. Then one has to keep a mawiofuforty supports corresponding to an
overlapped region. It might not be realistic to maintain all the forty supports:ih&t(X, [t1, t])
be the support information of the pattetfor the interval {y, t].

The support (Agrawal et al., 1993)f a patternX represents a fraction of transactions
containing X. A patternX is frequentif its support is greater than equal to a usdefined

thresholdminsupp Let the patterrX be frequentn time intervaldt;, t iJpi = 1 , 2. Each of

these intevals is taken from a different period of time such that[t,,t], G. In Example 1,
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patterng a}, { c} and {a, c} get reported in the month of April in everyayeBy generalizing (1),
the certainty factor oK in overlapped regions could be obtained as follows:
[tl, t lﬁ/n (S) [tZ, t 2ﬁjn (& 6) [tl(, t nﬁ/n — [t(l), t(2))1/n [t(Z), t(3))2/n [t(3)’ t(4))3/né t([) t(r+1))r/n é 3

[t(n), {0 (]1&6( iﬁ)Z()]n-llné (té (2 {0 (-1r;]2/n (té (10 (]m/r) 6(2)
where{t"}\;is the sequence obtained frdin}", by sorting in ascending order afiti"}1, is
obtained from{t}" by sorting in ascending ordéNe propose an extended certainty factoKof

in the above overlapped intervals as follows:

WhenX is reported inf”, t° (]*then the certainty value is 1 with support informatseinfo(X,
[t™, t° 73.)But, he certainty value oX for the outside oftf", t° {]id 0 with support information
0. WhenX is reported inff"™, t), then the certainty value is{1) /n with support information
sinfo(X, [tV 1), forr = 2, rBOQtherise, the certainty valuesXfor (™%, t° |fid (n

r + 1) /nwith support informatios-info(X, (¥, ° Qf, ¥orr= 3, M, ¢é

Suppose we are interested in identifying yearly periodic patters. So each tinral irgdaken
from a year. From the perspective rofyears, the patteriX gets reported in every year the
interval ™, t° (X 5o, the certainty oK is 1 (highest) in this interval. Bu¥ is not frequent
pattern outside oft{, t° (] Therefore from the perspective of all the years the certainty ixf 0
(lowest) outside of the interval. The certainty factor also provides the information regarding how
many intervals are overlapped on a-suerval. For example, if the certainty factor of a-sub
interval is 2/5, for given five intervals, then two intervals are overlapped on thatsmmal. On
the other hand-info provides the information regarding degree of frequency iof an interval.

To illustrate the above concept we consider the followixample.
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Example 3. Although it is not based on the database given in Example 1, but it explains the
proposed concept @xtended certainty factor stated abovet the yars 1990, 1991, 1992 and
1993 be of our interest. We would like to check whether the pafteriyearly periodic. Assume

that the mining algorithm has report¥ds frequent in the time intervals, t 1p [to, t 2P [t3, t 3P

and [, t 4pfor the yearsl990, 1991, 1992 and 199@spectively. Also, let the supportsXin

[t1, t 1 [t2, t 2P [ts, t spand R4, t spbe 0.2, 0.15, 0.16 and 0.12, respectively. Based on the
proposed extended concept, we wish to analyze the time intérvakfjby ovetapping these

intervals corresponding to the four years. Thertapped intervals are depicted in Figure 4.2.

h tp t3 1 ' ty t% s

Figure 4.2Overlapped intervals for finding yearly pattetn

While computing support information we use here the range neésun set of valueOne
could use anothesupport informationdepending on the requiremerAn analysis of the
overlapped intervals correspondingXas presented in Table 4.2. Certainty of a-sutbrval is
based on the number of intervals overlappedt. For example[ts, t;) has certainty 1/4, since

there is only one interval out of four intervals.

Table 4.2An analysis of the overlapped intervals for finding yearly patkern

interval | certainty factor| s-info interval | certainty factor s-info

[ty, ) 1/4 0.2-0.2 | (10 3/4 0.12-0.15
[to, ts) 1/2 0.15- 0.2 | (t ,G 5P 1/2 0.12- 0.16
[ts, t2) 3/4 0.15- 0.2 | (t 3G 4P 1/4 0.12-0.12

[ts, € 1D 1 0.12- 0.2
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Heres-info corresponding to intervats, t;) represents the fact that the maximum and minimum
supports of overlapped intervals are 0.2 and 0.15 respectively.

Certainty factor and support information are not the same. They represent two differets aspe
of a pattern in an interval. Certainty factor is normally associated with multiple time intervals. It
expresses the likelihood of reporting a pattern in aistdoval of the multiple overlapped
intervals. But the concept of support is associated aviéhngle timeinterval. It is defined as the
fraction of the transactiongontaining the pattern. Thus, for an effective analysis of a
superimposed interval both certainty factor and support information are needed in association
with an interval.

4.3.3 Exending certainty factor with respect to other intervals

In Figure 4.1 we have shown four intervals overlapped corresponding to four different years.
But in reality the scenario could be different. For four intervals, there may exist different
combinationsof overlapped intervals. But, whatever may be the case, the certainty factor of a
subinterval depends on the number of intervals overlapped in thaingral ands-info
depends on the supports of the pattern in the intervals that are being ovedappesub
interval. Let us consider a suterval[t, td, wherem out of n intervals are overlapped of) {§.

Based on certainty factor (Mahanta et al., 2008), we propose an extended certainty factor as
follows:

WhenXis reported inf, tﬁ, then thecertainty value isrVn with support informatiors-info(X, [t,

tf]), wheres-info(X, [t, tﬁ]) is based on supports &fin the m intervals overlapped oft, tﬁ. We
illustrate this issue with the help of Example 4. Before that, we present a few defiralaesl

to overlapped intervals. Laetaxgapbe the usedefined maximum gap (time units) between
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current timestamp of a pattern and the tiraamp of the pattern when it séast seen. If the gap
between current timstamp of a pattern and the tiraamp of the pattern when it was last seen

is greater thamaxgapthen a new interval is formed for the pattern with the current-sitaep

as the start of the interval. Also, theevious interval of the pattern was ended when it was last
seen. Leminintervalbe the minimum period length of a time interval. Each interval should be of
sufficient length, otherwise a pattern appearing once in a transaction is also become frequent in
an interval. If two intervals are overlapped and the length of the overlapped region exceeds
minintervalthen the overlapped region could be interesting, otherwise it is discarded.

Example 4.We refer to the database of Example 1. Let the valuaaxfgapbe 40 days. Then
pattern f, ¢} gets reported in the following intervals : [29/03/19926/04/1990], [06/03/1991
12/03/1991], [03/03/199207/04/1992], [04/03/199317/04/1993], and [06/04/1994

20/04/1994]. Let the value ahinintervalbe 10 dgs. The interva[06/03/1991- 12/03/1991]

does not satisfy the criterion ofininterval Also let the value ofminsuppbe 0.5. Theda, ¢} is

not locally frequent inthe interval[06/04/1994- 20/04/1994]. We shall analyse the pattganc}

in the following intervals: [29/03/1990- 25/04/1990], [03/03/1992- 07/04/1992], and
[04/03/1993- 17/04/1993]. After superimposition, we require to analyse the interval [G3/03

25/04]. We present superimposed intervals in Figure 4.3.

0203 04403 20003 07 4 17104 2504

Figure 4.30verlapped intervals for finding yearly pattday c}
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We present an analysis of the time interval [03/@%5/04] based on the concept of extended
certainty factor. Extendeckrtainty factor of a pattern in an interval provides information of both
certainty factor and-info for the pattern. In Table 4.3 we present an analysis of intervals for

finding yearly patterda, c}.

Table 4.3An analysis of théime interval [03/03 25/04]for finding yearly patterda, c}

interval certainty| s-info interval certainty| s-info

[03/03- 04/03) 1/5 1.0-1.0 | (07/04-17/04] 2/5 0.6-0.75

[04/03- 29/03) 2/5 0.6-0.75 | (17/04- 25/04] 1/5 0.75-0.75

[29/03- 07/04] 3/5 0.6-1.0

In the above we have presented an analysibedfme interval [03/03 25/04]. The subintervals
[03/03- 04/03) and (17/04 25/04] are also shown, but they do not satmsfintervalcriterion.

In the experimental results we have not presented sbafiswvals.
4.4 Mining calendabased periodic patterns

Itemsets in transactions could be considered as a basic type of pattern in a database. Many
interesting patterns likassociation rulegAgrawal et al., 1993)negative association ruleg/(

et al.,, D04), Boolean expressions induced by itemgethjkari & Raqg 2007) andconditional

patterns Adhikari & Raq 2008) are based on itemset patte@mne itemsets may be frequent in
certain time intervals but may not be frequent throughout the lifespare afethsets. In other

words, some itemsets may appear in the transactions for a certain time period and then disappear

for a long period and thereappear. In viewof making adata analysis involving/arious
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itemsets, it might be required to extract the itemsets together with theloteen which they

are frequent.

4.4.1 An overview of calendaibased periodic pattern

Calendars are typically used to describe eventsre related properties over the same span of
time using different granularities. A granule is a set of time instants perceived as a non
decomposable temporal entity when used to describe a phenomenon or, in general, when used to
time-stamp a set of da{@ettini et al., 2000). For example, the Gregorian calendar comprises the
granularities day, month and year. A granule can be composed of a single instant, a set of
contiguous instants (time interval) or a set of noncontiguous instants.

4.4.2 Improving mining calendarbased periodic patterns

The goal of this chapter is to study the existing algorithm, and to propose an effective algorithm
by improving the limitations of existing algorithm for mining calenbased periodic patterns.

We have discussed diar that the concept of certainty factor of an interval does not provide
good analysis of overlapped intervals. Therefore, the concept of extended certainty factor has
been proposed. In view of designing an effective algorithm, we also need to undéhstand
existing algorithm. While studying the existing algorithm (Mahanta et al., 2005) we have found
that some variables contradict their definitions. The Algorithm 4.1 (Mahanta et al., 2005) finds
all the locally frequent itemsets of size one. Authors @efinvo variableptcountandctcountas

follows. The variablgtcountis used to count the number of transactions in an interval in which
the current item belongs. On the other hand, the vara@bteintis used to count the number of
transactions in thanterval. Therefore, the assignmeattoun{k] = ctcounfk] in Algorithm 4.1

is notcorrect Also, the variablécountis defined as the number of items preserthe whole
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dataset. Therefore, the initializatidnpunt= 1, placed just before starting a new interval seems

to be not appropriate. Moreover, the validity of the experiment is low, since the experimental
results are based on only one dataset. We propose a nofmimeprovements mentioned as
follows: (i) The proposed algorithm makes corrections on the existing algorithm based on the
points mentioned above. (ii) It makes effective data analysis by incorporating extended certainty
factor. (iii) We propose a hadiasel data structure to improve the space efficiency of our
algorithm. (iv) Also, we have improved the average time complexity of the algorithm. (v) We
make a comparative analysis with the existing algorithm. (vi) In addition, we have improved the
validity of the experimental results by conducting experiments on more datasets.

4.4.3 Data structure

We discuss here the data structure used in the proposed algorithms for mining itemsets along
with the time intervals in which they are frequehthashbased data gicture is a natural way of
storing different itemsets and their associated information. Since there are number of yearly
databases, all the frequent itemsets in a particular year should be linked corresponding to that
year.We describe the data structwsing the following example.

Example 5. Consider the databag® of Example 1. Transactions are made in the years 1990,
1991, 1992, 1993, and 1994, where the itams c, d, g, f, g, h, andi appear irD. We propose
Algorithm 1 to mine locally frequent @msets of size one along with their intervals. The
algorithm produces output as shown at level 1 of Figure 4.4. We assumembrgap
mininterval and minsuppas 40 days, 5 days and 0.5, respectively. We are interested in
identifying yearly periodic pattes. At the level 0 we have shown all the years that appeared in

the transaction. The pointer corresponding to the year 1990 keeps all the locally frequent
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itemsets ofsize one, their supports and their intervals. All the five years are stored in an index
table at level 0. After level 0, we keep an array of pointers of each year. The first pointer
corresponding to year 1990 points to a table containing interestingetteifssize one for the

year 1990, their intervals and their local supports. The second pointer corresponding to year
1990, points to a table containing interesting itemsets of size two for the year 1990, their
intervals and their local supports, and so ldare itemsets of size three corresponding to a year

do not get reported. Different itemsets, their intervals, and supports are shown in Figure 4.4.

Lewell Lewell

po|ftemmset | ftatt |end | AP | [iemset [ Start |end |SPP

a 2003 (25004 1 {a, ¢} (29403 2504|075
¢ 20003 [25004 [ 075

g iterncet | ftart |end |(SIpp jIEJ;.'ISET. statt end |SIpp

a 0603|1203 1 {a,et | 063 [12m3] 1
¢ 0603 112m03) 1
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Figure 4.4 Data structure used in the proposed algorithms
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4.4.4 A modified algorithm
As mentioned in Section 4.1, we have proposed a number of improvements to the existing
algorithm, Algorithm 4.1 (Mahanta et al., 2005), for finding locally frequentstgmof size one.
We calculate the support of each item in an interval and store it whenever the item is frequent in
that interval. Intervals that satisfy the uskefined constraintmininterval are retained
corresponding to the itemsets of size one th#isfy the usedefined constraintminsupp The
modification made seems to be significant from the overall view point of Apriori algorithm. We
have used a hadbased data structure to improve efficiency of storing and accessing locally
frequent itemset®f size one. We explain here all the variables and their functions in the
following paragraph.

Let item be an array of items iD. Also let the total number of items Ime We use index
level _Oto keep track of different years. It is a tdonmensional amy containing 2 columns. First
column oflevel _0contains the different years in increasing order. A-tlivoensional array
itemset_addis used to store the addresses of tables containing itenteetset _addrow][j]
contains the address of the tablataining locally frequent itemsets of sigfor the current year
row. The second column dével Ostores addresses of arrays pointing to these tables. Tables at
level pstore the frequent itemsets of sggp= 1, 2, 3, rowéandrow \pare sedto| e s
index arraystemset_addandlevel prespectivelyp= 0 , 1, 2, € . We consi
a record containing transaction dat&ate and items purchased. Functigear ) is used to
extract year from a given datirstseerfk] andlastseefk] specify the date when theth item is
seen for the first time and last time in an interval, respectively. Each item in the database is

associated with the arraigemintervalFregandnTransinterval CellsitemintervalFredk] and
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nTransintervglk] are used to keep the number of transactions containingigerd total number
of transactions in a time interval, respectively. VariabtemsTranss used to keep track ofeah
number of items in the current transacti®dhe goal of the proposed algorithmtasfind all the
locally frequent itemsets of size one, their intervals and supfdrésalgorithm is presented as
follows.

Algorithm 1. Mine locally frequent items and tinentervals

procedure MiningFrequentltems_On@®, maxgap mininterval minsupp

Inputs D, maxgap, mininterval, minsupp

D: database to be mined

minsupp as defined in Section 4.3.2

maxgap, minintervalas defined in Section 4.3.3

Outputs

Locally fregient items, their intervals and supports as mentioned in Figure 4.4

01: let nitemsTranss O;row = 1;row_0=1;row_1=1,

02: for k=1tondo

03: lastseefK] = 0; itemIntervalFredk] = 0; nTransIntervdlk] = 0O;

04: end for

05: read a transaotit | D;

06: level_Qrow_Q[1] = year(t.date;

07: level_Qrow_Q[2] = itemset_addrow][1];

08: while not end of transactioinm D do

09: transLength= fi;
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10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

28:

29:

30:

if (level_Qrow_(Q[1] , yeant.date) then
for k=1 tondo
if (lastseefK] - firstseefk]| 2 mininterva) and
(itemintervalFredk] / nTransintervdlk] 2 minsupp then
level _Jrow_1[1] =itemKkK]; level_Trow_1][2] = firstseeljkK];
level_Jrow_1][3] = lastseefK];
level_Trow_1][4] = itemIntervalFredk] / nTransIntervalk];
increasew_1by 1;
end if {12}
end for {11}
row_1=1;
increasow_0by 1; increaseow by 1;
level_Qrow_(Q[1] = yeant.date; level_Qrow_(Q[2] = itemset_addrow][1];
for k=1 tondo
lastseefk] = 0; itemIntervalFredk] = O; nTrarsInterva[k] = O;
end for
end if {10}
for k=1 tondo
if (item{K] I t) then
increasenltemsTrandy 1;
if (lastseefk] = 0) then

initialize bothastseefk] and firstseefik] by t.date
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31:

32:

33:

34:

35:

36:

37:

38:

39:

40:

41:

42:

43:

44.

45:

46:

47:

48:

initialize bothitemintervalFredk] andnTransintervdlk] by 1;
elseif (|t.date- lastseefk] | ¢ maxgap) then
lastseefk] = t.date
increasatemintervalFredk] by 1; increaseTransintervalk] by 1;
end if
elseif (|lastseefk] - firstseefjk] | 2 mininterva) and
(itemintervalFredk] / nTransIntervdlk] 2 minsupp then
level _Jrow_1[1] = itemK]; level_Trow_1][2] = firstseeljK];
level _Jrow_1][3] = lastseefK];
level_Trow_1][4] = itemIntervalFrek] / nTransIntervdlk];
increasew_1by 1;
initialize botlastseefk] and firstseeijk] by t.date
initialize bottemintervalFredk] andnTransintervdlk] by O;
end if {35}

end if {29}

elseincreasenTransiIntervdlk] by 1;

end if {27}

if (nltemsTrans transLength then exit from for-loop; end if
end for {26}

read a transactioh D;

49: end while {08}

50: for k=1tondo
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51: if (JlastseefK] - firstseefk]| 2 mininterva) and

(itemintervalFredk] / nTransIntervalk] 2 minsupp then
52: level _Jrow_1[1] = itemK]; level _Trow_1][2] = firstseelfk];
53: level _Jrow_1][3] = lastseefK];
54: level_Jrow_1][4] = itemIntervalFredk] / nTransintervdlk];
55: increasmow_1by 1;
56: endif{51}
57: endfor {50}
58: sort arraydevel _1on nonincreasing order on primary key item and secondary key start
date;
end procedure
At line 5 we read the first transaction of databaseerwards he first row of the indelevel_Ois
initialized with the first yeapbtained from the transaction. The pointer field of the first row of
level Ois initialized by the address of the first row of the taibdenset addrLines 846 are
repeated until all the transactions are read. At line 10 we check whether the cursattisan
belongs to a different year. If it happens so then we close the last interval of different items using
lines 1118. We retain those intervals that satisfy criterianafintervaland minsupp Lines 19
24 assign the necessary initializations foifeetent year. Lines 285 are repeated for each item
in the current transaction. Line 29 checks whether the item is first time seen in the transaction
and the necessary assignment is done in line 30. Line®! Iletermine whether the current
transactiordate is coming under the current interval by comparing the difference betwatn

andlastseerwith maxgap Lines 3542 construct an interval and compute the local support.
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Line 46avoids the unnecessary repetition by comparing the transaction length. Line numbers 50
57 close all the last intervals for last year. Linesb&s array$evel 1lon nonrincreasing order on
primary key item and secondary key statieda

The time complexity of the algorithm has been reduced significantly by computing the length of
current transaction (at line number 9) and putting a check at line number 27. Consideasedatab
containing 10,000 items. Let the current transaction be of length 20 and these 20 items are within
the first 100 items. Then thir-loop at line number 26 need not have to continue for the
remaining 9,900 items, but the worstse complexity of the gbrithm remains the same as
before.

We shall now present below an algorithm that makes use of locally frequent itemsets obtained by
Algorithm 1 and apriori propertgAgrawal & Srikant, 1994)We use arrajevel 1to generate

the candidate sets at secondele Thenarraylevel 2is used to generate candidate sets at the
third level, and so on. We apply pruning using conditions at line 6 to eliminate some itemsets at
the next level. This pruning step ensures that the size of the itemsets at the currestolesel

more than the size of an itemset at the previous level. Also we apply pruning ushalgfirsea
thresholds at line 13.

Algorithm 2. Mine locally frequent itemsets at higher level and their intervals

procedure MiningHigherLevelltemset®, S

Inputs D, S

D: database to be mined

S patrtially constructed data structu@ntaining locally frequent itemsets of size one
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Outputs locally frequent itemsets at higher lésjetheir intervals and supports as mentioned in
Figure 4.4

01:let L, = set of elements #&vel Dof S letk=2;

02:while Ly.1, fdo

03: Ck=f;

04: for eachitemsetlyl Ly do

05:  for eachitemsetl, | Ly.1do

06: if ((1[2] =12[1]) @é D(11[k-2] =1[k-2]) D(l1[k-1] <1[k-1])) then

07: c=Ily I C=Ck 8¢

08: end if {06}

09: end for {05}

10: end for {04}

11: for each elementi Cydo

12: construct intervals faras mentioned in Algorithm 1;

13: if the intervals corresponding ¢satisfymaxgap minintervalandminsuppthen
14: add and the intervals tlevel kof S

15:  endif{13}

16: end for {11}

17: increas&by 1;

18: let Ly = set of elements &tvel kof S
19:end while {02}

end procedure
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Using Algorithms 1 and 2, one could construct the data struSymesented in Figure 4.4
completely.Now we shall useS to determine whether an itemset pattern is fully / partially
periodic. For this purpose we present Algorithm 3 in the following. It reports all the fully
periodic itemsets as well as a subset of partially periodic itemsets. The vaoatdpresents the
number of intervals overlapped. We are interested in the partially periodic itemsets if the
certainty factor is greater than or equal to a -dséined threshold valuer). In case of fully
periodic itemsetsnis 1. CollectionsF and P store all the fully and partially periodic itemsets
respectively.

Algorithm 3. Determining periodicity of itemsets

procedure Periodicity (S, m)

Inputs

S data structureontaining locally frequent itemsets, their intervals, and supports

m userdefined threshold of periodicity

Outputs

Interestingperiodic itemsets

Ol:letk=1;letL; = elements aevel bfSletF=7P=/;

02:while Ly, fdo

03: for each elemenrtof Ly do

04: letiy, iy, B be the intervals correspondinglto

05: startYear= year of first interval of; endYear= year of last interval df

06: letolr be an overlapped region among intersecting intervals;
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07: while there exists alr do

08: if (Jolr| 2 mininterva) then

09: if (r = endYear startYear+ 1) then

10: addl and the details of the overlapped intervaFio

11: elseif (humber of intersecting inteals /r 2 n7) then

12: addl and the details of the overlapped intervaPto
13: end if {11}

14: end if {09}

15: end if {08}

16: let olr be another overlapped region among inteémsgaenaximal intervals;
17:  end while{07}

18: end for {03}

19: increas&by 1;

20: let Lx = set of elements &tvel kof S

21:end while {02}

22:for each elementi F 8 Pdo

23: display subintervals tftheircertainty factors and support information;

24: end for {22}

end procedure

We process the itemsets leweke. Periodicities of itemsets at level one are checked using lines
2-21. At line 19 we move on to the next level. For each itemset at a given laydiane more

than one overlapped region where an overlapped region is generated by a set of overlapping
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intervals. Therefore, lines¥7 are repeated for overlapped rediona given itemset. In case of

fully periodic pattern an overlapping interval is generated from every year. So the periodicity of
a fully periodic pattern is 1 (highest). But an itemset may not have an interesting interval for a
particular year. Thus,naoverlapped region corresponding to a partially periodic pattern contains
lesser number of intersecting intervals. At line 11 we check the periodicity of such patterns and
consider only those patterns whose periodicities are greater than eguialteoesting periodic
itemsets are displayed in lines-22.

4.5 Experimental studies

We have carried out several experiments for mining calevased periodic patterns in different
databases. All the experimerdase performedn a 2.4 GHz, core i3 processor w4 GB of

memory, running Windows 7 HB, using Visual C++ (version 6.0) software. The data was stored
on a 360 GB SATTA drive with 7000 rpm. We present experimental results usstal
(Frequent itemset mining dataset repositoBNISWebViewl (Frequenttemset mining dataset
repository),and T1014D100K(Frequent itemset mining dataset repository) databases. Since the
records of these databases consist of only items purchased in a transaction, we have attached
time-stamps randomly as calendar date forttaesactionsThe characteristics of the databases

are given in Table 4.4.

Table 4.4Database characteristics

D NT ALT AFI NI
retail 88,162 11.31 60.54 16,470
BMSWebViewl 1,49,639 2.00 44.57 21,614
T1014D100K 1,00,000 11.10 1276.12 870
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Each of the databasestail, BMSWebViewl and T1014D100Khas been divided into 30 sub
databases, called yearly databases, for the purpose of conducting experifrtents.
characterists of these databases are given in TableebD, NT, ALT, AFl,andNI be the given
database, the number of transactions, average length of a transaction, average frequency of an
item, and the number of items, respectively. In Table 4.5 we have shewthé&transactions

have been timstamped. The yearly databases obtained fretail, BMSWebViewl and
T1014D100Kare named aR,, B; andT,; respectivelyj = 1, e, 30. For simplic
the number of transactions in each of the yearly databfixed, except for the last database. We
assume that the first and the last transactions occur on 01/01/1961 and 31/12/1990 respectively,
and also assume that each year contains 365 agsr experimental studies we report yearly
periodic patterns ahtheir periodicities in the above databases. We also compute certainty factor
and match ratio of a pattern with respect to overlapped interifaés density ofretail, BMS
WebViewl, andT10l4D100Kare 0.007, 0.0003, and 0.013 respective®l three dadbases are

sparse.

In addition to partial periodic patterns, we mine full periodic patterns in the above databases.
Itemset patterns of size one and tworetail is shown in Tables 4.6 and 4.7 respectively. In

retail the itemsets {39} and {48} occur in lathe thirty years and they are periodic throughout

the year. Therefore, these itemsets are full periodic in the intervaBI112]. Itemset {41} is

partially periodic, since the match ratio is less than 1. Initially it becomes frequent for thirteen
yeas and then it does not get reported, and again it becomes frequent for the last six years. The

subintervals that do not satisfy thenintervalcriterion are not shown.
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We have noticed some peculiarity in the mined patterns. For example, many patterns such as {0}
and {1} are frequent throughout a year.

Table 4.5Characteristics of yearly databases

D NT starting date, ending da average. number o
transactions per da
R: 2920 01/01/1961, 31/12/1961 8
é é é é
Roo 2920 01/01/1989, 31/12/198¢ 8
Rso 3482 01/01/1990, 31/12/199C 9.54
B1 5110 01/01/1961, 31/12/1961 14
é é é é
Bao 5110 01/01/1989, 31/12/198¢ 14
Bso 1449 01/01/1990, 31/12/199C 3.97
Ty 3285 01/01/196131/12/1961 9
é é é é
Tao 3285 01/01/1989, 31/12/198¢ 9
T3 4735 01/01/1990, 31/12/199C 12.97

Although, it is peculiar but it remains also an artificial phenomenon, since thestiamgs are
enforced. There are many itemsets such{1&217} are frequent in many years with nen
overlapping intervals.There are some items such as {647} and {769} are frequent twice in a
year.In Figure 6, we present itemsets of size one that are also part of interesting itemsets of size
two. While computing the ctinty factor of an itemset we have used lifespathefitemsetFor
example, itemset {0} gets reported from two years and it becomes frequent in both the years.

Therefore its certainty factor is 2/2 = 1.
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Table 4.6Selected yearly periodic itemsets of size onergtail)

retail (minsupp= 0.25,mininterval= 8, maxgap= 10)
itemset | intervals | certainty | s-info match ratio
{0} [1/1-31/12] 2/2 0.350.66 1.0
{1} [3/1-31/12] 2/3 0.57-0.66 0.67
{39} [1/1-31/12] | 30/30 | 0.520.63 1.0
{41}y | [1/1-22/12] | 13/30 | 0.260.32 0.43
{41}y |[2/12-30/12]| 6/30 | 0.27-0.32 0.20
{48y | [1/1-31/12] | 30/30 | 0.430.53 1.0
{16217} | [1/1- 30/5] 1/1 | 0.870.87 1.0
{16217} | [7/9-31/12]| 1/1 | 0.970.97 1.0

Table 4.7Yearly periodic itemsets of size two (faatail)

retail (minsupp= 0.25,mininterval= 8, maxgap= 10)

itemset intervals certainty | s-info match ratio
{0, 1} [15/1031/12] | 11 0.46 1.0
{39, 41} [1/1-30/12] 1/1 0.25 1.0
{39, 48} [1/1-30/12] 30/ | 0.280.38 1.0
{39, 16217}| [1/1- 30/5] 1/1 0.34 1.0
{48, 16217} | [7/9- 31/12] 1/1 0.27 1.0
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Interesting itemset patterns of size one and twBNt&WebViewl are shown irTrables 4.8 and

4.9 respectively. Here full periodic patterns are not reported since all the itemd$&it4Sin
WebViewl have match ratio less than 1. Therefore, these patterns are partial periodic. Itemset
{12355} becomes frequent in three years but it lifaspan for seven years. In this database the
items are sparse. Therefore, one requires choosing smmatisupp From Table 4.9 one could
observe that itemseB8449, 33469} shows periodicity by appearing two times in six years and

remaining interestingemsets are reportddr a year only.

Table 4.8Yearly periodic itemsets of size one (BMSWebViewl)

BMSWebViewl(minsupp-0.06,mininterval= 7, maxgap= 10)

itemset intervals certainty s-info match ratio

{10311} | [29/1-6/10] 2/6 0.063- 0.86 0.3

{12355} | [21/12-28/12] 317 0.060- 0.061 0.43

{12559} | [22/4-11/5] 1/2 | 0.064- 0.066 05

{33449} | [3/1-26/12] 5/7 0.063- 0.08 0.71

{33469} | [3/1-31/3] 5/7 0.067- 0.08 0.71




Table 4.9Yearly periodic itemsets of size two (BMSWebViewl)

BMSWebViewl(minsupp-0.06,mininterval= 7, maxgap= 10)
itemset intervals | certainty s-info match ratio
{10311, 12559} [30/4-9/4] 1/1 0.06:0.06 1.0
{10311, 33449} [3/3-11/4] 1/1 0.065 1.0
{33449, 33469} [15/2-25/3] 2/6 0.06%0.064 0.33

In Table 4.10 we present yearly periodic itemsets of size on€lioidD100Kdataset In this
dataset patterns with full periodicity are not available, since the intervals corresptmdng

item are not overlapped. We have presented examples of such items in the followirfgrdable.
interval column one could observe that the itemsets are frequent for the short intervals, but do
not appear at the same time for all the years. For exarntplaset {966} appears in three
intervals for 1961, bt it does not show any periodicity since the intervals are not overlaipped.

is interesting to note that the itemset {966} appears at the beginning, both in first and second
months, of the year, theat the middle of the year i.e., for the third and fourth months, and
finally at the end of the year (eleventh and twelfth month). This is also true for itemset {998}.
Interesting itemset patterns of size two are not reported from this database.

An itemsetthat satisfiesminsupp mininterval criteria are reported. Also, a locally frequent

itemset in two intervals for a particular year is also reported from the intgovalsded the
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intervals satisfymaxgap criterion. The number of interesting intervals could increase by
lowering the thresholds. In the following paragraphs we have presented a study on this aspect.

Table 4.10Selected/early periodic itemsets of size oner(fT1014D100K

T1014D100K(minsupp-0.13,mininterval= 7, maxgap= 10)

itemset interval s-info | itemset interval s-info

{966} | [28/1/1961- 19/2/1961] | 0.16 | {998} | [13/11/1964 22/11/1964| 0.17

{966} | [16/3/1961- 23/3/1961] | 0.17 | {998} | [15/12/1964 27/12/1%4] | 0.16

{966} | [14/12/1961- 25/12/1961]| 0.16 | {998} | [2/9/1965- 13/9/1965] | 0.14

{966} | [22/3/1964 13/4/1964] | 0.15 | {998} | [27/11/1966 8/12/1966] | 0.14

{966} | [1/11/1975 8/11/1975] | 0.16 | {998} | [27/11/1973 11/12/1973]| 0.13

{966} | [12/4/1981- 19/4/1981] | 0.17 | {998} | [14/12/1983 23/12/1983] 0.17

{966} | [2/12/1988- 12/12/1988 | 0.15 | {998} | [15/12/1984 23/12/1984] 0.16

4.5.1 Selection ofmininterval and maxgap
The usage of constraints is application specific. Depending on the patterns that the user is
targeting and also on the nature of the dataset, an optimal setting can be defined for the temporal
constraints. This setting will result in the elimination of undesired patterns and at the same time
provide further pruning.

The selection ofmininterval and maxgapmight be crucial since the process of data mining
would depend on factors like seasonality, type of application and the data source. Some items are

used for a particular season; while others are purchased throughout the year. When the items are
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purchased throughout the year, the choicesnafinterval and maxgapdo not have much
significance in mining yearly patterns. This observation seems to ioeferathe items irretail

and BMSWebViewl. But the items inT1014D100K are frequent in smaller intervals and
therefore minintervalandmaxgapmight have an impact on data mining. On the other hand, the
requirement of an organization might determineiraportant parameter for mining calendar
based patterns. The distribution of items in databases also matters in selecting the right values of
mininterval and maxgap For a sparse databaswxgapcould be longer, and it could be even
longer tharminintervalprovidedminsuppremains small.

4.5.1.1Mininterval

In the following experiments we would like to analyse the effecmaiinterval for given
maxgapandminsupp We observe in Figures 4.6, 4.7 and 4.8, the number of intervals decreases
asminintervalincreases. An itemset might be frequent in many intervals. The number of itemsets
frequent in an interval decreases as the lengtmiofnterval increases. Although the above
observation is true in general, but the type of the graphs might differ from ¢migasa to
another. Irretail many itemsets are locally frequent for longer pesiofdtime. In Figure 4.6 we
observe that there exist nearly 110 intervals rfoninterval of 29 days. Whereas iBMS
WebViewl and T10l14D100K the itemsets are frequent foroster duration. As a result, the
number of intervals reduces significantly whaminterval remains small. Thus the choice of
mininterval is an important issudn case ofretail one could observe that initial decrement is
slow with the increase of mininteal (upto 21), later there is a rapid fall in number of intervals.

But the opposite thingh is observed igtiie 4.9, where intial decrement is sharp. Therefore,
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here theitems are locally frequent for longer period and thesdagtween two intervalsra

shorter.
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4.5.1.2Maxgap

In view of analyzingnaxgapparameter, we now present graphs in Figures 419, 4nd 4.11 for
the number of intervals versasaxgapat givenminsuppandmininterval The graphs show that
the number of intervals decreases raaxgap increases. Inretail the number of intervals
decreases rapidly whenaxgapvaries from 5 to 10. Afterards the change is not so significant.
In BMSWebViewl the decrement takes place almost at a uniform rate. Unetiké andBMS

WebViewl, the number of intervals decreases faster at the smaller valugsvafapin
T1014D100Kdataset
4.5.2 Selectiorof Minsupp

The number of intervals and support of a database are inversely related atgigapand
mininterval
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We observe this phenomenon in Figures 4.12, 4.13 d@ ¥hen the value ahinsuppis
smaller the number of intervals reported is quite large. Initially the number of intervals reported
significantly with small decrement ofinsupp Later the decrement of number of intervals is not

so significant.
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4.5.3 Performance analysis
In Section 4.4.1 we have discussed the improvement on existing algoithrhave conducted

experiments to study the performance analysis based on two parasiegersthe databases and
minsuppbetween existing algorithm and proposed algorithm. The effect of database size and the
execution time to mine the patterns using both algorithms are shown in Figures 4.15, 4.16 and
4.17. The number of patterns increases the number of transactions increases. Thus, the
execution time normally increases with the increase of size of database. In the following figures
one could notice that the difference of execution time between two algorithms increases due to
the increasef the size of dataset. Since we have stored thedtaraps of the transactions in an
array and it takes less time to search the required tgstanp. Therefore, initially both the
algorithms take almost equal timErom Figures 4.15 and 4.16 one couldoatdbserve that
execution time to mine 88162 and 1,49,639 transactionstail and BMSWebViewl takes

nearly equal timeThe reason is that the average length of transaction is higtregaiithan that

of BMSWebViewl. In Figure 4.16 upto transactior’2989 both the algorithms take same
execution time, later the difference is observed becauseéiltieis 2 in BMSWebViewl.

Therefore, recution time not only depends on the size of the database bdegksods on
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other factors likeALT andNI. We observe that our algorithm scales linearly with the size of the

database.
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In the following Figures 4.18, 4.19, and 4.20 we have presented the comparison by

considering the execution time amdnsupp When the support increases the number of

frequent itemsets decrease and so the execution time also decfeasegperimental results

have shown that the execution time of both the algorithms decreaiseslowly when the

support threshold increes, since both the algorithms scan the database once and store the

intervals of itemsets of size one. Unlike apriori it extracts the frequent itemsets of size two

from the overlapped intervals.uDalgorithm outperforms existing algorithm, since we store

the intervals and corresponding support values in proposed hash based data structure.

Execution time(sec.)

Bl w4+ . .
60
45
R B ————
15
0

02 03 04 05 06 07 08

minsupyp

——ARS

Figure 4.18Execution time vsminsupp(mininterval= 8, maxga = 10) forretail



124

@ sy ‘\‘\A—\A\

T 70 \

E e >

e = ARS
€ 60

2 —a—MMB
"é' 55 '—I\_._\-\.\

2 50 -

LIJ 45 1 1 1 1 1 1

0.10 0.13 0.16 0.19 0.22 0.25

miNSupf

Figure 4.19Execution time vsminsupp(mininterval= 7, maxga = 10) forBMSWebViewl

Q120 -
(2]
7.8-; 100 +—A
i S s
c T A ——A———A——A
XS} 40 —&— MVMB
§ 20 ——I__.__-__.__.__-
L>Ij O 1 1 1 1 1 1

q, X o > W 9,

oY oY oY oY O ¥

Number of transactiol

Figure 4.20Execution time vsminsupp(mininterval= 7, maxga = 10) forT1014D100K

4.6 Conclusion

In this chapter we mined locally frequent itemsets along with the set of intervals and their
support range. We also extended the concept of certainty factor in association with an overlapped

interval. Using this concept one can extractmasicalendabased patterns viz., yearly, monthly,
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weekly and daily. In addition, one could check whether any periodicity (full / partial) exists in
the patterns. We havyaroposed some improvements in the algorithm for identifying calendar
based periodic pattern in a timseamped dataset by introducing suitable data structure. The
algorithm is incremental in nature. We have presented extensive data analysis on thrds. data se
We also analysed the constraintginterval minsuppandmaxga associated with each interval.

In addition we have compared our algorithm with the existing algorithm. Experimental results

show that the proposed algorithm runs faster than the exagogthm.
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Chapter 5

Measuring Influence of an Item in a Database Over Time
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5.1 Introduction

Every time a customer interacts with a business organization there is an opportunity to gain
strategic knowledge. Transactional data contains a wealth of information about customers and
their purchase perns. In fact, it could be one of the most valuable assets, when used wisely. It
has been recognized by many large departmental stores, supermarkets, insurance companies,
healthcare organizations, telecommunications, and banks for a long time. Theseatioges
have spent large resources for collecting and analyzing transactional data. To stay competitive,
transactional data mining is now a necessity. Many applications are based on inherent knowledge
present in a database (Gary & Petersen, 2000; Wi, e2005; Adhikari et al., 2009 Such
applications could be dealt with mining (Han et al., 2000; Agrawal & Srikant, 1994; Savasere et
al., 1995) the database under consideration. In this context, many patterns e.g., frequent itemset
(Agrawal et al., 1993)association rul¢Agrawal et al., 1993)negative association rulgV et
al., 2004) Boolean expression induced by itemg&di{ikari & Raq 2007c),conditional pattern
(Adhikari & Raqg 2008c)are mined / synthesized from a databadevertheless, thermre some
applications for which associatidrased analysis might be inappropriate. For example, an
organization might deal with a large number of items with its customers. The company might be
interested in knowing how the purchase of a particular itéectafthe purchase of another item.
In this chapter, we study such influences based on transactional time stamped slatabase

Many companies transact a large number of products (items) with their customers. It might be
required to perform data analyzesolving different items. Such analyzes might originate from
different applications. One such analysis is identifying stable it&dkiKari et al.,2009)in a

database over time. It could be useful in devisitngtegies for a company.
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Little work has been reported on data analyzes over time. In this chapter, we present another
application involving different items in a database over time.

Consider a ampany that codicts a huge amount of transactional data on yearly hagiBT;
be the database corresponding to ittle year, fori = 1, K Eachéof these databases
corresponds to a specific period of time. Thus, one could call these as time databases. Each time
database is mined using a traditional data mining techniggeagal, et al., 1993 In this
application, we shall deal with the itemsets in a database. An itemset is a set of items in the
databaselet | be the set of all items in the time databagehitemsetX in a databas® is
associated with a statistical measure, cadigdport(Agrawal, et al., 1993) denoted ByupX,
D). Thesupportof an itemset is defined as the fraction of transactions containing the itemset.

Solutions of many problems abased on thetgdy of relationships among variables. We shall
see later that the study of influence of a set of variables on another set of variables might not be
the same as the association between these two sets of variables. Association analysis among
variables has been studied well (Agrawal, et al., 1993; Adhikari & B a Brin et al., 1997;
Shapiro, 1991; Adhikari & Rao, 2008b; Adhikari & Rao, 2008c). In the context of studying
association among variables using association rules one could aoiichtdthe confidence of
the association rules gives positive influence of antecedent on the consequent of the association
rule. Such positive influences, though important, but might not be sufficient for many data
analyses.

Consider an establishedmpany possessing data over fifty consecutive years. Generally, the
sales of a product vary from one season to another season. Also, a season reappears on a yearly

basis. Thus, we divide the entire database into a sequence of yearly databases. Itetttisacon



129

yearly database could be considered as a time database. In this study, we estimate the influence
of an itemy on x, for yi 1. In Section 2, we define the conceptiofluence of an itemset on
another itemset.

An itemset could be viewed as a basic type of pattern in a database. Different types of pattern
in a database could be derived from the itemset patterns. For example, frequent itemset (Agrawal
et al., 1993)association ruleAgrawal et al., 1993)negative association rulgV( et al., 2004)
Boolean expression induced by itemsedlifikari & Rag 2007c) conditional patternAdhikari
& Rao, 2008c) are examples of derived patterns in a database. Few applitetien been
reported on analysis of patterns over time. In this chapter, we wish to study the influence of an
item on specific items.

Rest of the chapter is organized as follows. In Section 5.2, we extend the notion of overall
association between twtemsets in a database. In Section 5.3, we introduce the notion of overall
influence of an item on another item in a database. We study various properties of proposed
measure. Also, we introduce the notion of overall influence of an item on a set ofcspecif
in a database. In addition, we discuss the motivation of the proposed problem in this section. We
state our problem in Section 5.4. We discuss work related to proposed problem in Section 5.5. In
Section 5.6, we design an algorithm to measure tleeathinfluence of an item on another item
incrementally. In addition, we design an algorithm of overall influence of an item on a set of

specific items incrementally. Experimental results are provided in Section 5.7.

5.2 Association between two itemsets

Adhikari and Rao (2007a) have proposed a measiwe,of computing overall association

between two items in a market basket data. The positive association between two iteansets
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databas® is defined as follows (Adhikari & Ra@007a):

#transactiocontainingothX andy in D
#transactiocontainingtleastoneof X andy in D

PA(X, Y, D) = , whereX andY are itemsets

in D.
Similarly, negative associatiddA (Adhikari and Rao2007a)between two items in a database,
one could be extenddollows (Adhikari & Rao2007a)

#transactrocontainingxactlpneof X andY in D

NA(X, Y, D) = . — .
#transactiocontainingtleastoneof X andy in D

, whereX andY are itemsets

in D.
UsingPA andNA, OAbetween two itemsebsandY in databas® could be defined as follows:
OA(X, Y, D) = PA(X, Y, D) - NA(X, Y, D) . (1)
If OA(X, Y, D) is positive, negative or zero then all the itemXitwgether and all the items ¥
together are positively, negatively or independently associatBq iaspectively. Waellustrate
different types of association in the following example.
Example 1.Let databas®; contain the following transactionsa{d, é,{a, b, c, d, §,{a, b, e,
g}, {b,c,d,{d, e, g,{b e} {c def {abcdfy and{a b, c, de. We find here
overall association between itemskisandY, for some itemset¥, Yin D. In Table 5.1, supports
of some itemsets are given beldderePA({a, b}, { ¢, d}, D;) = 3/5 andNA({a, b}, {c, d}, Dy) =
2/5. ThereforeDA({a, b}, { c, d}, D1) =1/5. InTable 5.2 overall associations are given.

In Table 5.2 we observe that th@A value betweend, b} and {c, d} as well as &, ¢} and {b,

d} are positive. But, th®©A value betweend} and {d, €} is negative.



131

Table 5.1Supports of itemsets D,

ltemset(x}) |{a, Bt |{c.dd |{a.¢ |[{b,d |{d. g |{e g
sup{X}, D) | 419 | 4/9 | 3/9 |3/9 |49 |29

Table 5.20verall association between two itemsets

ltemset({X, ¥}) | {{ abh,{cd}} | {{act{bd} | {{c}{de}
OA(X, Y, Dy) 1/5 1 -3/6

5.3 Concept of influence

Let X and Y be two itemsets in databaBe We wish to find influence oK on Y in D. The
influence ofX on Y seems different from the overall associationXoand Y. In the bllowing

section, we review the concept of overall association betWeenlY.

Let X = {xq, X2, €Xo}, Y ={y1, Yo, yg and X1Y = 7 betwo itemsets in databag® The
influence ofX on 'Y could be judged by the following events: (Vhether a customer purchases
all the items ofY when they purchase all the itemsXofi.e., thetransaction contagboth X and
Y, and (ii) Whether a customer purchases all the iteméwhen they do not purchase all the
items ofXi.e., thetransactn contaisonly Y butnotX. Such behaviors could be modeled using
supports ofiX1 Y andx X1 Y. The expressiosupgX1 Y, D)/supdX, D) measures the strength
of positive association ok on Y. The expressiosupgx X1 Y, D)/supgx X, D) measures the
strength of negative associationXbn Y. Thus, the expressiossipgX1 Y, D)/supX, D) and

supx X1 Y, D)/supgx X, D) could be impodnt in measuring overall influence Xfon.
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5.3.1 Influence of an itemset on another itemset

Let X andY be the two itemsets in databd3eThe interestingness of ansasiation ruler;: X
- Y could be expressed by its support and confidenoaf)( measuregAgrawal et al., 1993).
These measures are defined as follosspdr;, D) = supgX1 Y, D), and confry, D) =
supX1 Y, D) / supX, D). confr;, D) could be interpreted as the fraction of transactions
containing itemseY among the transactions containign D. In other wordsg¢on{r,, D) could
be viewed as th@ositive influencgPl) of X on the itemsel. Let us considethe negative
association rule,: x X - Y. Confidence of, in D could be viewed as fractions of transactions
containingY among the transactions containing. In other words, confidence ofin D could
be viewed amegative influencéNIl) of X on Y. In similar to overall association defined in (1),

one could defineverall influencgOl) of X onY in a database as follows.

Definition 1. Let X andY be two itemsets in databafesuch thatX1 Y = 7. Then overall
influence ofXonY in D is defined as follows:
OI(X, Y, D) =supX1 Y, D)/supgX, D) - supgx X1 Y, D)/supgx X, D) ..(2)
OI(X, Y, D) represents the difference of the influenceYomhenX is present in a &msaction and
the influence onY when X is not present in the transaction. Lgbe userdefined level of
interestingness. TheadI(X, Y, D) is interesting ifOI(X, Y, D) 2 g

If OI(X, Y, D) > 0 then the itemseX has positive influence on itemséin D. In other words,
all the items inX together help promoting items¥itn D. If OI(X, Y, D) < 0 thenX has negative

influence onYin D. In other words, all the items¥1in D together do not help promoting
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together all the items iM. If OI(X, Y, D) = 0 thenX has no influence o¥ in D.

Let X = {bread, butte}, Y = {milk, suga} and X1 Y = f be two itemsets in databag® Then
one @ancompue theOlI(X, Y, D) by using equation (2).

In Example 2we illustrate the concept of overall influence.

Example 2.We continue our discussion with reference to Example 1. WePRi§a b}, { c, d},

Dy) = 3/4,NI{{a, b}, {c, dt, D;) = 1/5, andOI({a, b}, {c, &, D;) = 11/20. InD,, given
itemset @, b}, itemset {c, d occurs frequently. We observe thRk{a, b}, {c, d}, D;) is more
thanPA({a, b}, { ¢, d}, Dj). Also,NA({a, b}, { c, d}, D1) is more tharNI({a, b}, { ¢, d}, Dy). So,
Ol{a, b}, {c, dt, D1) is more thanOA({a, b}, {c, d, Dj). In similar to overall association,
overall influence could be negative also. Ket {c} andY = {d, €. PI(X, Y, D1) = 2/5,NI(X, Y,
Dy) = 1/2, andOI(X, Y, D;) = -1/10. Thus, overall influence between two itemsetsid be

negative as well as positive.

In most of the cases, the value of overall influence between two itemsets in a large database is
negative. In real databases, it might be possible that the overall influence between the two
itemsets is positive. In Exnple 3, we considesome special cases to illustrate the measure of

overall influence.

Example 3.Let databas®, contains following transactionsa{b, €}, {a, e, g}, {b, e g}, { a, b,
d, e g}, {b, d, e g} and {c, e g}. We compute overall influencef @n itemsetX on another

itemsetY under various cases.

Case 1supgX, Do) > supny, Do)

Let X ={e, g}, Y={a, b}. supX, D,) = 5/6,supdy, D,) = 2/6 andsupgX1 Y, D,) = 1/6. We
getOI(X, Y, D) =-0.8.

Case 2supgX, Do) <sum(Y, Do)
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Let X ={a, b}, Y={e, g}. supX, D,) = 2/6,supdy, Dy) = 5/6 andsupgX1 Y, D,) = 1/6. We
getOI(X, Y, B) =- 0.5.

Though the values of oval influence are negative for the above cases, the influence might turn
positive for some databases. Let us consider another daapad¢ a, b, ¢, d, g}, {b, c, g}, {c,

d gl {abcde,{bceqg{abcd e,uqdg},

Case 1 supfX, D3) >supp(Y, D3)

Let X ={c, d}, Y={a, b}. supgX, D3) = 4/6,supf, D3) = 3/6 andsupgX1 Y, D3) = 3/6. We get

OI(X, Y, @) = 0.5.

Case 2 supfX, D3) < supfy, D). Let X = {a, b}, Y={c, d}. supX, D3) = 3/6,supy, D3) =

4/6 andsupp(X1 Y, Ds) = 3/6. We getOI(X, Y, B) = 0.667.

5.3.2 Properties of influence measures

For the purpose of computing influence of an itemset on another itemset, one needs t@éxpress
in terms of supports of relevant itemsets. Fr@m e getOl as follows:

OI(X, Y, D) =supX1 Y, D)/supgX, D) - (supgy, D) - supgX1Y,D))/(1- supX, D)

Finally, we getOl as follows:

_supgX1Y)- supgXx)3 supgy) .
OI(X,Y, D) = SUPIX)[L- SuplX)] , if supgX, D), 1orsupgY,D), 1

OI(X, Y, D)= 0, otherwise .. (3)
From the above formula one could observe that if support of itexriadd is 1 then influence of
other iemsets orX will be zero. On the other hand, if suppO) = 1then suppX1Y, D) =
supp¥, D) andsupp, D) 3 supplf, D) = supp¥, D). Therefore, the numerator of formula (3)

will resultin zero and overall influence becomes zémdhe following proposition, wetate
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some properties d?Pl andNI. OI(X, X, D = 1 atX =Y. Thus,OI(X, X, D at X =Y could be

termed agrivial influence
Proposition 1.For itemsets{, Y in D, the following properties are satisfied: (if@®PI(X, Y, D ¢
1, (i) 0¢ NI(X, Y, D ¢ 1, (iii)-1¢ Ol (X, Y, D ¢ 1.

supgY)[Corr(X,Y,D)- 1

Proposition 2. OI(X, Y, D =
1- supftX)

, whereCorr(X, Y, D) is the correlation

coefficient betwer itemsetsX andY in databas®.

SUpgX 1Y)- supgx)? suppy) _ -,

Proof. From equation (3) we g@I(X, Y, D =
SupgX)[1- supgX)]

supgXx 1yv)

Corr(X, Y, D) = supiiX)? supgy)

supfX)? supgY)® Corr(X,Y,D)- supgX)* supgY) _
SupgXx)[1- supgX)]

ThereforeOI(X, Y, D =

sup@X)?3 supgy)[Corr(X,Y,D)- 1 _ supgY)[Corr(X,Y,D)- 1]
supgX)[1- supigXx)] [1- supgX)]

If Corr(X, Y, D) = 1 thenX andY are independent in databd3eln other words, iDI(X, Y, D =

0 thenX andY are independent iD. If Corr(X, Y, D) < 1 thenX andY are negatively correlated
in databas®. In other words, iDI(X, Y, D < 0 thenX andY are negatiely correlated. If
Corr(X, Y, D) > 1 thenX andY are positively correlated in databd3eln other words, iDI(X, Y,
D) > 0 thenX andY are positively correlated.

5.3.3 Influence of an item on a set of specific items

Letl ={iy, i2, €imtbe the set bitems in databasB. Also, letSI={s, s, &}, be the set of

specific items in databag® We would like to study the overall influence of each itensbn
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The influence of an item o8I could be computed based oi(i;, s, D), forj= 1, mandi ,
= 1, p.2etgbe the usedefinedminimum influence levelThus, the influence of on s is
interesting ifOl(ij, s, D)2 g forj= 1, mandlke= 1, p.Zheérocedure of determining
influence of an item on a set of specific items could be explained using the following steps.
(i) Generate influence matrix\) of orderp 2 nusingOl(ij, s, D), forj = 1, mandk=1,

2 , &.,(i)) An influence iscounted when it is interesting. (iii) For each item, count the number

of interesting influences on each of the specific items. (iv)The items in datAbaisee sorted
based on primary key as the number of interesting influences on the specific items, and

secondary key as the support of an item. We explain stefig)()sing Example 3.

Example 4.Consider the databagg given in Example 1letl ={a, b, c, d, e, f,Jgand SI={a,
c, d.

Table 5.3Supports of each items Dy

ltems ) a b c |d |e |f g

sup{x}, D1) |5/9 |6/9|5/9|6/9|6/9|3/9]5/9

In this case, the influence matrix is of ordér 3 as given below.

item a b c d e f g
M= @ 1 0333301 03333-0.1667 -0.3333 035
c 01 03333 1 03333-06666 01667 0.35
d 03 -05 03 1 0 0 -0.15
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Let gbe 0.2. Also lek(/) denotes number of interesting influences of iteton specific items.
The interesting influences of different itemsDni are given as followsa(2), b(2), c¢(2), d(3),
€(0), f(0), g(2). The items are sorted using step (iv), and they are given as fot{8ysb(2),
a(2), c(2), 9(2), &0), f(0). Given the set of specific itema,{c, ¢, one could conclude that the

itemd has the maximum and the itdrhas a minimum influence on the $et c, d.
5.3.4 Motivation

The concept of influence might not be newthe literature of data mining. For exampeniX
- Y, D) refers to positive influence of on Y. In other words, it implies how likely a customer
purchases the items Wfwhen the customer has already purchased all the iteMidmfaddition,
the cacept of negative influence existed in the literature of data minow(x X - Y, D) refers
to the amount of negative influence of items<ah purchasing the items of In other wordsit
implies how likely a customer purchases the item¥ when thecustomer has not purchased all
the items ofX. In many data analyzes it might be required to consider the overall influence of a
set of items on another set of items. Our work introduces the notion of overall influence that
could be useful in dealing wittnany real life problems. In the following paragraph, we justify
that ro existing measure might be appropriate to study the overall influence of an itemset on
another itemset.

The analysis of relationships among variables is a fundamental task bdieghattt of many
data mining problems. For example, metrics such as support, confidence, lift, correlation, and
collective strength have been used extensively to evaluate the interestingness of association

patterns. These metrics are defined in termsefréquency counts tabulated ina 2 x 2
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contingency table as shown in Table 5.4. To illustrate this, consider the ten example contingency
tables,E; to Ejo, given in Table5.5. Tan et al. (2003) present an overview of twenty one
interestingness measures proposed in the statistics, machine learning and data mining literature.
In the following discussion, we shall observe why these measures fail to compute overall
influenceof an itemset on another itemset. In Examples 2 and 3, we have observed that the
overall influence of an itemset on another itemset could be positive as well as negative. Thus,
overall influence of an itemset on another itemset in a database li¢slh [n a large database,
where items are sparsely distributed over the transactions might result in nenedied
influenceof an itemset on another itemset. Based on these observations, one could consider the
following five out of twenty one interestyiness measures since overall influence of an itemset

on another itemset lies iAl], 1]. These measures are presented in Table 5.6.

Table 5.4A 23 2 contingency table for variablésandY

Y xY Total

X f11 f]_o f1+

X X fo 1 fOO f0+

TO'[a| f_+]_ f_+0 N
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Table 5.5Examples of contingency tables

Example| fi; fio for foo
El 8123 |83 424 1370
E2 8330 |2 622 1046
E3 9481 | 94 127 298
E4 3954 | 3080 |5 2961
ES 2886 |1363 | 1320 |443%
E6 1500 | 2000 |500 6000
E7 4000 | 2000 |1000 | 3000
ES 4000 | 2000 |2000 | 2000
E9 1720 | 7121 |5 1154
E10 61 2483 |4 7452

Table 5.6Relevant interestingness measures for association patterns

Symbol Measure Formula
p f-coefficient Plix} 8{y})-P(x)* P(iyD
JPEDE PAyD? (1-P(x})? (1-P(fy})
. P{x} 8{y})® P(x((x} 1{y}))- Plix} 8 x{y})* P(x{x} 8{y})
Q Yuleo @ Px} 8 1y))° P(x((x} 1 iy})- P} 8 xiy})® P(xix} 8 {y})
v Vul ¥6 d VP 8{y})® P(x({x} 1{y}))-/Pl{x} 8 x{y})® P(x{x} 8{y})
JPEx} 8{y})3 P(x({(x} 1{y})) - VP({x} 8 x{y})® P(x{x} 8{y})
P Cohen:d P{x} 8{y})+P(x{x} 8 x{y})-P({x})® P({y} - P&{x}) ® P&{y})

1-P{x})® P{yh-P&{x}) * P&y}

= Certainty factor maxzﬁp({y}l{x}) -Py) PEHYD -PEXD @

LPE) | LPED O

In Table 5.7, we rank the contingency tables using each of the above measures under

consideration.
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Table 5.7Ranking of contingency tables using above interestingness measures

Example
El
E2
E3
E4
E5
E6
E7
E8
E9
E10

©o| ~N| o N AN P ow
©o| ~N| o N A R w <
o N © N o | N T

=
o
=
o
=
o

O©| O Nl O O | W N| | ~
O O O N| &~ O W N| | X

ol
a1

=
o
=
o

Also, we rank the contingency tables based on the concept of overall influence explained in
Example 1. In Table 5.8, we present the ranking of contingency tables using overall influence.

Table 5.8Ranking of contingency tables using overall influence

Example| Overall influence| Rank
El 0.754 1
E2 0.627 3
E3 0.691 2
E4 0.560 4
E5 0.450 5
E6 0.352 7
E7 0.417 6
ES8 0.167 9
E9 0.190 8
E10 0.023 10




141

None of the five measures ranks contingency tables like the ranks given in Table 5.7. Thus, none

of the above five measures serves the special requirement of the proposed problem.

5.4 Problem statement

Let D be adatabase of customer transactions grown over a period of time. In this chapter, we are

interested in making influence analysis of a set of specific items. We will see how each of the

specific items gets influenced by different items in the datal¥sse¢he database grows over

time, an incremental solution to influence analysis of specific items is a natural and desirable
solution. To provide an incremental solution to this problem, one might require sequence of
databases over time. Each time databameesponds to the set of transactions made for a
specific period of time. In this regard, the choice of time period corresponding to a database is an
important issue. One could observe that the sales of items might vary over different seasons in a
year. hstead of processing all the data together, we process data on yearly basis. Then, the result
of processing for the current year could be combined with that of previous years. Such
incremental analysis might be appropriate since a season reappears oy laagea Otherwise,

processed result might be biased due to seasonal variations.

The goal of this chapter is to make an influence analysis of a set of items in a databBse. Let
be the database for thigh period of timet = 1, R For cdmputg overall influence
between two items in a database, one needs to mine supports of itemsets of size 1 and size 2. The
sizeof an itemset refers to the number of items in the itemsetDLgtbe the collection of
databaseB;, D,, € Dk. For computingdI(X, y, D1 k+1), we assume th&lI(x, y, D1 ) is available

to us for item, y in the given database. In other words, for compu@hg, y, D1 k+1), we have
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sup@x, D1y, supdy, D1y, and supx1y, Diy). Thus, our incremental procedure needs to
computesupX, D1 k+1), SUPAY, D1k+1), andsupxl y, Dik+1) using (i) supgx, D1, SUPAY,
D14, andsupfx1 y, D1 ), (i) supdX, Dk+1), SUPAY, Dk+1), andsupgxl y, Dk+1). In general, for

an itemseKX in the databassuppX, D1 k+1) could be obtained incrementally as follows.

sizgD,.,)® SUpX, D,.,) +sizgD,,)® supiX, D,,)
sizgD,.,) +siz4D; )

SUPEX, D, ) = e (4)

Thesize(D) refers to the number of transactions in dataBase
5.5 Related work

In analyzing positive association between itemsets in a database, suppance
framework was established by Agarwal et al. (1993). In Section 5.2.3, we have discussed why
confidence measure alone is not sufficient in determining overall influence of an itemset on
another itemset. Also, interestingness measures such as sapfectjve strength (Aggarwal &

Yu, 1998) and Jaccard(Tan et al., 2003pare not relevant in this otext, since they are-1
argument measures.

The & test (Greenwood & Nikulin, 1996) only tells us whether two or more items are
dependent . Such a test answers either Ayeso
meaningful, and hence it mighot be suitable for the specific requirement of our problem.

The interestingness measures such aqTdin et al., 2003), correlation (Tan et al., 2003),
conviction (Brin et al., 1997), and oddatio (Tan et al., 2003) are semantically differerdnfr

the measure of overall influence. Moreover, each of these measures lies)in [0,
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Shapiro (1991)has proposedeverage measure in the context of minstgong rulesin a

database timight not be suitable for the specific requirement of our problem.
5.6 Design of Algorithms

Based on the discussion held in previous section, we design three algorithms for measuring
influence of an item on another item and influencenotem on a set of specific items.

5.6.1 Designing Algorithm for measuring overall influence of an item on another item

In this algorithm, we measure influence of an item on each the items incrementally. We have
expressed influence of an itemset on anoitieenset using supports of the relevant itemsets.

Each itemset could be described byitésnsetandsupport We maintainS1andIS2for storing
itemsets inDy,x of size one and two, respectivelyemsetattribute ofi-th 1-itemset could be
accessed lrgg the notatiorlS1[i].itemset Similar notation is used to accesgportattribute of

an itemset. Also, we maintaldlS1 and DIS2 for storing itemsets iy, of size one and two,
respectively. We mergkslandDIS1to obtain supports of-temsets inDy,k+1 and are stored in
arrayOIS1 Similarly, we mergdS2andDIS2to obtain supports of-Remsets inD1,x+1 and are

stored in arrayOIS2 Using OIS1 and OIS2 we compute overall influence between items in
D1,k+1. Overall influence between items is cortgaiusing formula (3) and is stored in art@y.

The overall influence correspondingitth pair of items is accessed Iyl [i].oi.

Algorithm 1. Find topk overall influences in the database over time.
procedure Top-k-Ol(k, 1S, IS2 DIS], DIS2 10I)
Inputs

k: an integer representing the number of top influences
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IS1 array of supports of itemsets of size on®i

IS2 array of supports of itemsets of size twdink

DIS1 array of supports of itemsets of size on®jm

DIS2 array of supports itemsets of size twdign,

Outputs

IOI: arrayof overall influencesn D1,k+1

01:

02:

03:

04:

05:

06:

07:

08:

09:

10:

11:

12:

13:

14:

15:

sort arrayplS1onitemsetattribute;
sort arraylS2 onitemsetattribute;
all Merge(IS], DIS], OIS));
callMerge(1S2 DIS2, OIS2);

letj=1;

for i =1to PISZ do
searcl®IS7i].itemlin OIS
searcl®1S7i].item2in OIS
|01 [j].oi = OI(O1STi].iteml, OISTi].item2 D);
[0l [j].item1= OISTi].itemZ; IOl [j].item2= OISTi].item2
increasgby 1;
IOI [j].oi = OI(OISTi].item2 OISTi].item], D);
[OI [j].item1= OIS]i].item2 10l [j].item2= OISTi].itemJ
increasgby 1;

endfor
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16: sort arrayOl in descending order am attribute;
17: returnfirst k influences

18: end procedure;

ProcedureMerge (A, B, C) merges sorted arraysandB and gnerates output arrdy. In this
context, sorting is based on support of an itemset. The time compleXtgrge procedure is
O(|Al + B|) (Knuth, 1998). NowQIS1 contains the supports of items By,k+1. Also, OIS2
contains the supports of itemsetssizfe two iNDq,k+1.

The information contained i®1S1andOIS2is used to compute overall influence of an item on
another item iD1,+1. In lines 0612, we have computed influence of an item on another item in
Dik+1. In line 16, for each item, we haverted overall influences of different items on the
amount of influence. Finally, we display fitsitems and their influences for each item.

Let IS1andIS2 containM and N itemsets respectively. L&IS1 and DIS2 containm andn
elements respectivelyines 1 and 2 tak®©(m 3 log(m)) and O(n 3 log(n)) time respectively.
Also, lines 3 and 4 take&(M + m) andO(N + n) time respectively. Each of the search statements
in lines 7 and 8 tak®(log(M + m)) time, sinceDIS1lis sorted. The sort statement indih6 takes
time O((N + n) 3 log(N + n)). The time complexity of lines-65 isO((N + n) 3 log(M + m)). The
time complexity of algorithnTop-k-Ol is maximum{ O(M + m), O((N + n) 3 log(N + n)), O((N +
n) 3 logM + m))}.

5.6.2 Designing Algorithm for measurirg overall influence of an item on each of the specific
items
One could store specific items in an array. The proposed algorithm seems to be the same as

Algorithm 1 except that every time it measures an overall influence of an item on a specific item.
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5.6.3 Designing Algorithm for identifying top influential items on a set of specific items

In Algorithm 2, we findinfluence of an itenon a set of specific items in a databagée
construct influence matriXxN1) from thearray of specific itemsS]) and from the array of overall
influence between itemddl). The algorithm scanBv for each item to count the number of
interesting influences. The number of interesting influerfoeseach item is stored in array
count Finally, wesortcounton descending order on primary keguntand secondary kesupp
Algorithm 2. Find influence of an iteron a set of specific items in the database over time.
procedure Top-k-itemgS|, I1S1, IS2 DIS], DIS2, OIS, OIS2 I0l)

Inputs

SlI: array of specific items

IS, 1S2 DIS], DIS2 OIS, OIS2 I0I: as specified in Algorithm 1

Outputs

count array of number of interesting influences

01: letk=1;

02: for i =1to Blldo

03: forj=1to |IOIl |do

04: if (SI[i] =10l [j].item]) then

05: IMIi][j] = 10l [j].0i;
06: end if

07: end for

08: end for

09: for j=1to |IOl |do
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10: let count[j] = 0;

11: fori=1to Bl do

12: if (IM[j][i]2 g then

13: increaseount[j] by 1;
14: end if

15: end for

16: end for

17: sortcounton descending order on primary key count value and segokepisupport;

18: returnfirst k items

end procedure;

Let arraySl containgp items. Line 2 repeats fartimes. Line 3 repeatd(M + m) times. So, lines
2-8 takeO(p 3 (M + m)) time. Line 9 repeat®(M + m) times. Line 11 repeatstimes. Thus, line
9-16 takeO(p 3 (M + m)) time. Therefore, the time complexity thfe above algorithm i©(p 3
(M + m)), whereM > m. Also, sorting statement at line 17 tak&gM + m) 2 log(M + m)). The
time complexity of algorithm tofx items ismaximurfO(p 3 (M + m)), O(M + m) 3 log(M +

m))}.

5.7 Experiments

We have carried out several experiments to study the effectiveness of the proposed analysis. All
the experiments have been implemented on a 1.6 GHz Pentium IV with 256 MB of memory
using visual C++ (version 6.0) sofare. We present the experimental results using two real

datasets and one synthetic dataset. The datasstyoomretail (Frequentitemset mining
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dataset repositoryand ecoli are real. Datasetcoli is a subset okcoli databasgUCI ML
repository)and it has been processed for the purpose of conducting experiments. The synthetic
datasetrandom68 has been generated for the purpose of conducting experiments. Theafetai

these datasets are given in Table 5.9.

Table 5.9Dataset characteristics

Database NT ALT AFI NI

mushroom(M) 8124 24.000 1624.800 120

ecoli (E) 336 7.000 25.835 91
random68 (R) 3000 5.460 280.985 68
retail (Rf) 88,162 11.306 60.54 16,470

The symbols used in different tables are explained as followsDL®&T, ALT, AFI, and NI

denote database, the number of transactions, average length of a transaction, average frequency
of an item, and number of items respectively. Each dataset has baddinto 10 databases,

called input databases, for the purpose of conducting experiments on multiple time databases.
The input databases obtained fromshroomecoli, random68 andretail are named abf;, E;,

R, andRf fori= 0, 1, e, dne ch¥acterptice o thenimput slatabases in Table

5.10. Top 10 overall influences in different databases are shown in Table 5.11.
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Table 5.10Time database characteristics

D | NT ALT AFI | NI D] NT ALT AFI | NI
Mo | 812 | 24.000 | 295.273|66 | Ms | 812 | 24.000 221.454 | 88
M. | 812 | 24.000 | 286.588|68 | Ms | 812 |24.000 216.533 | 90
M, | 812 | 24.000 | 249.846|78 | M; | 812 |24.000 191.059 | 102
Ms; | 812 | 24.000 | 282.435/69 | Mg | 812 | 24.000 229.271 | 85
Ms | 812 | 24.000 | 259840 | 75 | My | 816 |24.000 227.721 | 86
Eo | 33 7.000 4620 |50 | Es |33 |7.000 3.915 |59
E. | 33 7.000 5133 |45 | E; |33 |7.000 3.500 |66
E, | 33 7.000 5.500 |42 E; |33 |7.000 3.915 |59
Es | 33 7.000 4813 |48 | Es |33 |7.000 3.397 |68
E, | 33 7.000 3397 |68 | E, |39 |7.000 4550 |60
Ro | 300 | 5590 | 28676 |68 | Rs |300 |5.140 26.676 | 68
R, | 300 | 5417 | 28.000 |68 | Rs |300 |5.510 28.353 | 68
R, | 300 | 5360 | 27.647 |68 | R, | 300 |5.497 28.338 | 68
Rs | 300 | 5543 | 28.456 |68 | Rs | 300 |5.537 28.471 | 68
R, | 300 | 5533 | 28382 |68 | Ry | 300 |5.477 28.235 | 68
R | 9000| 11.244 | 12.070 | 8384| Rt | 9000 | 10.856 16.710] 5847
Ry | 9000| 11.209 | 12.265 | 8225| R | 9000|  11.200|  17.416|5788
Rt | 9000| 11.337 | 14.597 | 6990| Rt | 9000| 11.155| 17346 | 5788
Rt | 9000 | 11.490 16.663 | 6206 | Rg | 9000| 11.997 | 18.690 | 5777
Ry | 9000 | 10.957 16.039 | 6148| Ry | 7162| 11.692 | 15.348 | 5456
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Table 5.11Top 10 overall influences in different databases

M (supp =0.15) E (supp =0.12) R (supp= 0.03) Rt (supp =0.12)
v o | G | {yr | O [ {x[{y}| OF | {x |{y}| Ol
86 | 34 | 0.997| 24 48 | 0946 | 19 | 29 |-0.017 | 41 | 39| 0.200
34 | 860992 89 | 50 | 0.913 | 29 | 19 |-0.020 | 39 | 48 | 0.180
58 | 24 10.991| 53 48 | 0.693 | 8 | 56 |-0.023| 48 | 39| 0.175
67 | 76 | 0.986| 63 50 | 0.665 | 56 | 8 |-0.023| 41 | 48 | 0.129
76 | 67 | 0.986| 87 50 | 0.660 | 15 | 14 |-0.031| 39 | 41| 0.114
24 | 58 | 0.963| 56 50 | 0.621 | 14 | 15 |-0.032| 48 | 41| 0.071
93 | 59 |1 0.895| 61 50 | 0.618 | 18 | 52 | -0.035 | 48 7 | -0.234
93 | 76 | 0.884| 27 | 48 | 0.618 | 52 | 18 |-0.036 | 39 | 7 | -0.292
2
1

93 | 67 |0.881| 83 50 | 0.540 | 54 | 58 | -0.044 | 48 -0.293
102 | 24 | 0.875| 56 48 | 0.488 | 58 | 54 | -0.047 | 48 -0.316

We havestudied execution time with respect to number of data sources. We observe in Figures

5.1, 5.2, 5.3 and 5.4 that the execution time increases as the number of data sources increases.
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Figure 5.1 Execution time versus number of databases obtainedrfushroom(supp= 0.2)
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Figure 5.4 Execution time versus number of databasesipp= 0.2 (etail)
The size of each input database generated fnmshroomandretail are significantly larger than
an input database gengrd fromecoli. As a result, we observe a steeper graph in Figure 5.1 and

5.4.The number of frequent itemsets decreases as the minimum support increases.
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In Figures 5.5, ®, 5.7 and 5.8 we have shown how the execution time decreases over the

increase of the minimum support value.

60 -
50 +—=

0l .
20 I
10 i S

Execution time (se

.05 .10 .15 .20 .25 .30 .35 .40 .45 .50

Minimum suppor

Figure 5.5Execution time versus minimum support (foushroom

3 o0.65

o 060 —=

£ N

= 0.55

< \\

£ o0.50

8 \-\-\

g 0.45 ~

>

i 0.40 ; ; ; ; ; ; ; —
10 .11 .12 .13 .14 .15 .16 .17 .18

Minimum suppor

Figure 5.6 Execution time versus minimum support (émoli)

3 102 -

= 98

g \-\L

= 9.6

=

8 9.4 \\

>

o 92 . . . . . ; ; ; )
.005 .010 .015 .020 .025 .030 .035 .040 .045

Minimum suppor

Figure 5.7 Execution time versus minimum support (fandon68)



153

€

= 27 'Q\\

c

'ngs

*50,234\0&.‘,\

Uv

@ 21

x ‘0—0\,_,_,_._’_
o8| 19 ‘ ——

.05 .10 .15 .20 .25 .30 .35 .40 .45 .50

Minimum suppor

Figure 5.8 Execution time versus minimum suppastéil)

By comparing Figures 5:3.4, me notes that the steepness of a graph increases as the size of
branch databases increase. Similar observation holds true for Figufe8.5.5

In Section 5.3.1 we have explained the concept of interesting overall influence. Given a
threshold value offy we have counted the number of overall influences. In FigureS.52we

have shown how the number of interesting overall influence decreases over the increase of the

minimum influence level.
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Figures 5.9.12 also provide another type of insight. As the size of a transaction increases, the
number of interesting overall influences also increase, provided the number of transactions in a
branch database and the level okrll influence remain constant. The average transaction
length of mushroom branch databases is significantly higher than that of other branch databases.
The mining algorithm generates a large number of interesting overall influences even at
minimum influence level 0.2.

We have taken specific items in different databases in Table 5.12. Based on the requirement of

association analysis one could choose specific items in time databases.

Table 5.12Specific items in different databases

M E R Rt
SI={1,2,3,6,9,10, SI ={37,39,40,41,42, SI ={1,2,3,4,5, SI ={0,1,2,3,4,5,
11,13,16, 23} 44,48,49,50,51} 6,7,8,9,10} 6,7,8,9}

The influences of different items on a set of specific items in different databases are presented in
Table 5.13. In thenushroomdatabase, item 86 is the most influential item because 3 specific
items are influenced by it. Item 48 @toli database exhibits a significant influence on the set of
specific items. It shows that item 48 has high influence on 5 out of 10 specific liteting.same

way one could conclude that item 18random68 is the most influential item with respect to

the given set of specific items. 5 out of 10 specific items are influenced significantly by item 18.
Item 413 influences 8 out of 10 specific itemgngiicantly inretail database. Therefore, it is the

most influential item inretail.
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Table 5.13Influences of different itemsn a set of specific items in different dedabs

M (supp = 0.2) E (supp =0.12) R (supp = 0.015) Rt(supp = Q03)

g x(h) g x(h) g x(h) g x(h)

0.3| 86(3),34(3),36(3),3!0.07 |48(5),37(2),50(1)0.05 |18(5),15(3),65%),00.05 | 413(8), 310(2)

2),59(2),63(2),2(2).,¢  |42(1),44(1),39(1 55(2),61(2),7(1) 0(1), 1(1), 8(1)

5.8 Conclusion

The concept of positive influence might not be sufficient in many data analyses. One could
perform an effective dat analysis by using the measure of overall influence. Measuring
influence over time becomes an important issue, since many companies possess data for a long
period of time so that they could be exploited in an efficient manner. In this chapter, we have
desgned two algorithms using the measure of overall influence. The first algorithm reports all
the significant influences in a database. In the second algorithm we have sorted items based on
their influences on a set of specific items. Such analyses mightdoesting since the proposed
measure of influence considers both positive and negatilteence of an itemsedn another

itemset.
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Chapter 6

Conclusion



158

In this thesis we have analysed different tist@mped datasets. Temporal aggregation and
database partitioning are two important data procesasig tapplied to various problems from

time to time. A database grown over a long period of time could be viewed as a collection of
time databases. Temporal aggregation requires accumulation of values of various attributes in
these time databases. A databgsown over a long period of time could be laigemetimes we

need to divide a large database into smaller databases to carry out a data analysis, or to recognize
relevant patterns. For example, a large temporal database could be divided into ydaalsedata
since a season-a@ppear on a yearly basis. Afterwards, one could make an analysis whether the
yearly patterns are partial or fully periodithus, mining a large temporal database could be
considered as a problem of mining multiple time databd$esefore, database partitioning is an
important preprocessing task.

Over last two decades researchers have proposed many interesting temporal patterns such as
frequent pattern, temporal association rule, event, sequential pattern, episode, and temporal
relational interval pattern. Temporal patterns invented so far might not be an exhaustive list of
temporal patterns, since temporal data generation is an ongoing process in different domains. In
this context, we have also proposed few patterns mentiontie ifollowing paragraphs. Also,
various temporal data mining tasks such eadiation, clustering, classification, search and
retrieval, and pattern discovery have been applied to various problems. In this thesis we have
applied data mining tasks vizlustering, pattern discovery, and other association analyses.

The variation of sales of an item over time is important information. Many decisions could be
influenced by support information of items whose variations are fessexample company

couldmine the association rules where antecedent of the rule is stable item. Then it could launch
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ABuy a product, get a gifto sal eitemandtbembasici on ¢
product has high margin rat8ometime a set of products are defined and sold togetherawith
discount where one product is stable item tredest of the products have high margin rate.

For the purpose of finding the support variatiof items, we divided a database into several
yearly databases. In this connection a model of mining global patterns in multipistaimeed
databases has been proposed. Using yearly supports of an item, we have proposed the notion of
stability of an iten. The degree of stability is based on the variations of means and
autocovariances. The items whose degree of stability is less than traefised threshold are

called as stable items. Stable items are useful for modeling various strategies of aratogani
Clustering relevant objects is an important task of many decision support systems. We have
designed an algorithm for clustering items in multiple databases based on degree of stability.
Also we have proposed the notion of best cluster by consglaxiarage degree of variation of a
class.The experimental results show that the proposed clustering technique is effective and
promising.

Recognition of patterns in temporal database is an important task. Over the years, there may
exist many ups and dms in sales of an item. We observe that the change in sales series of an
item at a particular year could be increasing, decreasing and altering. A new type of pattern,
called notch, has been proposbdsed on the variation of sales of an item over thesyieaa
time-stamped database. Based on this pattern, we have proposed generalized notch, and a special
generalized notch, called iceberg, in sales series of an item. When the height and width of a
generalized notch exceeds udefined threshold it is cadered as an iceberg. Iceberg notch

represents a special sales pattern of an item over time. Study of such patterns is important to
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understand the purchase behaviour oftamners. Also, it helps identifying the reason of such
behaviour. We have designed an algorithm for mining interesting icebergs in stdameed
database.

A calendatbased periodic pattern is dependent on a schema of a calendar. We assume that the
schemaof the calendabased pattern is based on day, month and year. In Chapter 4, we have
proposed several improvements on the existing algorithm for identifying caleasked periodic
patterns. We have proposed a hbabked data structure for storing aménaging the periodic
patterns. We have extended the notion of certainty factor by incorporating support information for
effective analysis of overlapped intervals. In addition to the proposed modified algorithm, we have
also designed an algorithm fonéling periodicity of calenddvased patterns. We have presented an
extensive analysis on three datasets. We also have analysed the comsinantésval minsuppand
maxg@ associated with each interval. We have provided a comparative analysis, andhsitavun
algorithm outperforms the existing algorithm.

Influence of items on some other items might not be the same as the association between these sets
of items. Measuring influence over time becomes an important issue, since many organizations
possesslata over a long period of time. The concept of positive influence might not be sufficient in
many data analyses. One could perform an effective data analysis by using the measure of overall
influence. In Chapter 5 we have proposed a measure, callefbr measuring overall influence
between two itemsets in a database. The proposed measure is effective, since it considers both
positive and negative influence between two itemsets. We have designed two algorithms for
influence analysis involving specific ites in a database. The first algorithm reports all the
significant influences in a database. In the second algorithm, we have sorted items based on their
influences on a set of specific items.

In summary, we have mined different tirs@mped datasetand provided various types of data
analyses. Generation of tirtependent data seems to be a natural phenomenon, and hence the

analysis of such data always remains an active area of research.
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